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1 January 23, 2018

I’m going to be talking about geometric flows, in particular Ricci flows. Let M
be a compact smooth manifold, let gt be a one-parameter family of Riemannian
metrics on M , where the parameter t ∈ I is in some open connected interval.

Definition 1.1. The family gt is called a Ricci flow if

∂gt
∂t

= −2 Ricgt .

More pedantically, for every p ∈M and v, w ∈ TpM ,

d

dt
(gt(v, w)) = −2 Ricgt(v, w).

Theorem 1.2 (classical analysis). (1) If gt and g̃t are Ricci flows on I and
gτ = g̃τ for some τ ∈ I, then gt = g̃t for all t ∈ I.

(2) If g is a Riemannian metric, then there exists an ε > 0 and a Ricci flow
gt for t ∈ (0, ε) with limt→0 gt = g.

(3) If g̃t is another such Ricci flow in (2), then gt = g̃t for all t ∈ (0, ε).

So the space of Ricci flows in the space of Riemannian metrics is a foliation
by parametrized (directed) 1-dimensional curves. The vague idea is that the
topology of the foliation reflects the topology of M .

Here are some successes of this idea:

• uniformization theorem for surfaces

• “sphere theorems” for higher-dimensional manifolds (e.g., the space of
positive Ricci curvature metrics on S3 has a natural fiber bundle structure
over the space of constant curvature metrics)

• Poincaré conjecture: if dimM = 3 and π1(M) = 0 then M ∼= S3

• Geometrization conjecture: uniformization theorem for 3-manifolds

• Generalized Smale conjecture (e.g., if (M3, g) is has curvature −1, then
Isom(M3, g) ↪→ Diff(M3) is a homotopy equivalence)

There are some adjacent open problems as well. Let M and N be manifolds
with M compact, Ft : M → N be a one parameter family of immersions. Call
Ft a mean curvature flow if

dFt
dt

(p) = ~H(p).

Then we have a similar “classical analysis” theorem, and here are the open
problems:

• “sphere theorems” in this setting: the hope is that we should be able to
construct “special Lagrangians” in “Calabi–Yau manifolds”

• structure of diffeomorphism and symplectomorphism groups. Ex) if n,m ≥
2 and f : Sn → Sm is area-decreasing on every tangent 2-plan,e then f is
homotopy to a constant. Take the graph in Sn × Sm and deform it.

• Bridgeland stability of the derived Fukaya category
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1.1 Riemannian geometry

Fix a Riemannian manifold (M, g).

Theorem 1.3. There exists a unique connection ∇ on TM that is torsion-free
(∇XY −∇YX = [X,Y ]) and ∇g = 0 (X(g(Y,Z)) = g(∇XY,Z) + g(Y,∇XZ)).

Concretely, take local coordinates x1, . . . , xn. Define

gij = g
( ∂

∂xi
,
∂

∂xj

)
, gij = (gij)

−1,

and then

Γkij =
1

2
gkl
(∂gjl
∂xj

+
∂gil
∂gj
− ∂gij
∂xl

)
.

Then the connection is given by

∇XY = Xi ∂Y
j

∂Xi

∂

∂Xj
+XiY jΓkij

∂

∂xk
.

Note that ∇XY depends algebraically on X, and on 0th and 1st derivatives of
Y .

Definition 1.4. The Riemann curvature tensor is defined as

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.

From the formula it looks as if R(X,Y )Z depend on 1st derivatives of X
and 2nd derivatives of Z, but actually all derivatives cancel and depends alge-
braically on all three. In particular, you can calculate

R(X,Y )Z = Rijk
lXiY jZk

∂

∂X l

as

Rlijk
∂Γljk
∂xi

− ∂Γlik
∂xj

+ ΓlipΓ
p
jk − ΓljpΓ

p
ik.

Here, Rlijk is a dependent on g, ∂g, ∂2g.

Definition 1.5. The Ricci tensor is defined as

Ric(Y,Z) = tr(X 7→ R(X,Y )Z).

You can also define

Ric(Y,Z) =

n∑
i=1

g(R(ei, Y )Z, ei)

for e1, . . . , en a local orthonormal basis of vector fields. Or you can write
Ric(Y, Z) = RjkY

jZk where Rjk = Rijk
i.
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Definition 1.6. We define the scalar curvature as

R =

n∑
i=1

Ric(ei, ei)

or R = gjkRjk.

Let me introduce one convenient notation. We are going to denote lowing
and raising indices with the metric implicitly. For instance, Ri

j denotes

Ri
j = gjkRik.

Likewise, Ri
jk
l denotes gjpgkqglrRipq

r.
Here are the basic properties of the Riemann curvature tensor:

• Rijkl = −Rjikl = −Rijlk = Rklij

• Rijkl +Rjkil +Rkijl = 0

• Rij = Rji

• ∇iRjklp +∇jRkilp +∇kRijlp = 0

• 2∇iRji = ∇jR

Definition 1.7. For P ⊆ TpM a 2-dimensional plane, the sectional curvature
is

K(p) = g(R(e1, e2)e2, e1)

for e1, e2 an orthonormal basis of P .

Definition 1.8. g has positive Ricci curvature if Ric(X,X) > 0 for X 6= 0.

Theorem 1.9 (Hamilton 1982). Let M be a compact 3-manifold, and g0 a
metric with positive Ricci curvature. Let gt be the Ricci flow with limt→0 = g0,
and maximally extend it so that ε is as large as possible (denoted by T ). Then
necessarily T <∞ and

lim
t→T

1

4(T − t)
gt

is a metric of constant sectional curvature 1, where the convergence is in C∞

as locally defined matrix-valued functions.
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2 January 25, 2018

Today we’re talking about the maximum principle. Let (M, g) be a compact
smooth manifold, with a Riemannian metric. Let u : M × [0, T ) → R be a
1-parameter family satisfying

∂u

∂t
= ∆u.

Here, ∆u is defined in the following way. ∇ is the connection on TM , and
∇u is the vector field gij ∂u∂xi

∂
∂xj . We also have du a 1-form ∂u

∂xi dx
i, and then

|∇u|2 = du(∇u) = gij
∂u

∂xi
∂u

∂xj
.

The Hessian Hessu = ∇∇u = ∇(du) is a 2-tensor. If α is a k-tensor, we can
define ∇α as a k + 1-tensor in general. So

∇(du)(X,Y ) = X(du(Y ))− du(∇XY ) = X(Y (u))− (∇XY )u.

IN locally coordinates, we will have

Hessu
( ∂

∂xi
,
∂

∂xj

)
=

∂2u

∂xi∂xj
− Γkij

∂u

∂xk
.

This is the simplest modification of ∂2u to get a tensor.

Definition 2.1. If α is a k-tensor, we define ∆α as a k-tensor as

∆α = tr12(∇∇α) = gij∇ ∂

∂xi
∇ ∂

∂xj
α.

So

∆u = gij
( ∂2u

∂xi∂xj
− Γkij

∂u

∂xk

)
.

For every p, there exist normal coordinates x1, . . . , xn such that gij(p) = δij
and ∂kgij(p) = 0. Then Γkij(p) = 0 and so

∆u(p) =

n∑
i=1

∂2u

∂x2
i

(p).

2.1 Maximum principle

Theorem 2.2 (Maximum principle). Assume that ∂u
∂t = ∆u. If supM u(−, 0) <

C, then supM u(−, t) < C for all t ∈ (0, T ).

Proof. Suppose that there exist x, t such that u(x, t) ≥ C. Let tmin be the
minimal such t. Let xmin be the point such that u(xmin, tmin) = C. Then
u(x, t) < C for all x ∈ M and t < tmin. Because u(x, tmin) ≤ C, we have
∇u(xmin, tmin) ≤ 0. So by the PDE, we get ∂u

∂t (xmin, tmin) ≤ 0.
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If we had < 0, then we would have gotten a contradiction. To get around
this problem, we replace u by uε(x, t) = u(x, t) − εt. Then we have a different
PDE

∂uε
∂t

= ∆uε − ε.

Then we have a strict inequality, so we have supM uε(−, t) < C and let ε →
0.

There are many generalizations of this. We can have more complicated
equations like

∂u

∂t
= ∆u+ |∇u|2 − u2,

but it would not work for equations like

∂u

∂t
= ∇u+ |∇u|2 + u2.

Theorem 2.3 (Hamilton, JDG 1986). Let Ω ⊆ Rk be an open subset, and let
K ⊆ Ω a closed convex subset. Take a smooth function F : Ω→ Rk (which can
be thought of as a vector field). If for every k ∈ K, the solution of

dz

dt
= F (z), z(0) = k

has z(t) ∈ K for all t > 0, then any u : M × [0, T )→ Rk with

∂u

∂t
= ∆u+ F (u)

with u(p, 0) ∈ K for all p ∈M will satisfy u(p, t) ∈ K for all p ∈M .

The intuition is that, at the first point moving outside of K, both ∇u and
F (u) point back into K.

Definition 2.4. A function ` is called a support function for K at k ∈ K if

(i) ` : Rk → R is linear with |d`| = 1,

(ii) `(k) ≥ `(x) for all x ∈ K.

In this case, we say ` ∈ SkK.

Proof. Suppose that K is compact. Denote dK(x) = dist(x,K), and also define
d(t) = supM dK(u(−, t)). We are given that d(0) = 0, and we want to show
that d(t) = 0. The key claim is that

dk(x) = sup
k∈∂K

sup
`SkK

max{`(x− k), 0}.

Then it is easy to feed a linear function into a PDE. It follows that

d′(t) ≤ sup
p,k,`

∂

∂t
`(u(p, t)− k).
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The PDE tells us that

d

dt
`(u(p, t)− k) = `(∆u(p, t)) + `(F (u(p, t))) = ∆(`(u(p, t)) + `(F (u(p, t))).

At supremum points, p maximizes d(u(p, t),K), k is the closest point in K to
p, and ∇` is in the direction u(p, t)− k.

Now `(u) maximized at (p, t) shows that ∆(`(u))(p, t) ≤ 0. Because the
ODE starting at k stays in K, we have F (k) points into K, i.e., `(F (k)) ≤ 0.
Now

`(F (u(p, t))) ≤ `(F (u(p, t)))− `(F (k)) ≤ |F (u(p, t))− F (k)|
≤ C|u(p, t)− k| = Cd(t)

for some uniform constant C, because we’re assuming that K is compact and F
is smooth, so it is uniformly Lipschitz. This all shows that d′(t) ≤ Cd(t), and
d(0) = 0 together with this inequality implies that d(t) = 0.

Let us now suppose that K is noncompact. Suppose that there exists a
counterexample. Because M is compact, the image of u is contained a compact
region in Ω up until the first time that u leaves K. Now use a cutoff function
to modify outside this compact region. Then we also get a counterexample to
the compact K setting.

2.2 Applications of the maximum principle

Let me give some context to this. If
∂gij
∂t = −2Rij then

∂gij

∂t
= 2Rij ,

∂

∂t
Γkij = −∇iRjk −∇jRik +∇kRij ,

∂

∂t
Rijkl = ∆Rijkl + 2(Bijkl −Bijlk +Bikjl −Biljk)

−RipRpjkl −RjpRipkl −RkpRijpl −RlpRijkp,
∂

∂t
Rij = ∆Rij + 2RpijqR

pq − 2Ri
pRpj ,

∂R

∂t
= ∆R+ 2RijRij ,

where Bijkl = −RpijqRpklq. The last three equations give nice contexts for
maximal principles. We would need to modify the tatment for vector bundles,
but this should not be hard.

Theorem 2.5 (Hamilton–Ivey, 1995–1993). Let M be a compact 3-manifold
and gt be a Ricci flow (with t ∈ [0, T )). Then there exists a constant C = C(g0)
such that

λ1 + λ2 + λ3 ≥ −
1

2
C, λ1 + Cf−1

(λ1 + λ2 + λ3

C

)
≥ 0
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where f(x) = x log x− x and λ1 ≤ λ2 ≤ λ3 are the eigenvalues of

TM → TM ; v 7→ Rv − 2Rijv
j ∂

∂xi
.

(This can be said to be the eigenvalues of Rg − 2 Ric.)

It can be checked that λ1 ≤ λ2 ≤ λ3 are eigenvalues of v 7→ Rv−2Ri
jvi ∂

∂xj if

and only if λ1+λ2

2 ≤ λ1+λ3

2 ≤ λ2+λ3

2 are eigenvalues of v 7→ Ri
jvi ∂

∂xi . Hamilton–
Ivey can then be rearranged as

λ2 + λ3

2
≥ −λ1

2
log
−λ1

C
.

So if λ1 → −∞ as t→ T , then λ2+λ3

2 →∞ as t→ T , at a faster rate. Changing

the scale to normalize λ2+λ3

2 at a point will make the manifold locally look
nonnegatively curved. If we can change the scale and pass to some kind of
limit, then the limit will have nonnegative curvature.
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3 January 30, 2018

Recall that if
∂gij
∂t = −2Rij then

∂

∂t
Rijkl = ∆Rijkl + 2(Bijkl −Bijlk +Bikjl −Biljk)

−RipRpjkl −RjpRipkl −RkpRijpl −RlpRijkp

where Bijkl = −RpijqRpklq.

3.1 Shi estimates

Theorem 3.1. Schematically,

∂Rm

∂t
= ∆Rm+ g−1 · g−1 ·Rm ·Rm.

Here, g−1 · g−1 ·Rm ·Rm is written as Rm ∗Rm.

As an exercise, show that

∇i∇jTklm −∇j∇iTklm = −RijkpTplm −Riklp −RijmpTklp.

Proposition 3.2.
∂

∂t
(∇Rm) = ∆(∇Rm) +Rm ∗ ∇Rm.

Proof. We can compute

∂

∂t
(∇Rm) =

∂

∂t
(∂Rm− Γ ·Rm)

= ∂
( ∂
∂t
Rm

)
− ∂Γ

∂t
Rm− Γ

∂

∂t
(Rm)

= ∇
( ∂
∂t
Rm

)
− ∂Γ

∂t
Rm

= ∇(∆Rm+Rm ∗Rm)−Rm ∗ ∇Rm = ∇∆Rm+Rm ∗ ∇Rm.

Then we need to check that ∇∆Rm = ∆∇Rm + Rm ∗ ∇Rm. This can be
computed as

∇i∆Rm = ∇i∇p∇pRm
= ∇p∇i∇pRm+Rm ∗ ∇Rm
= ∇p∇p∇iRm+∇p(Rm ∗Rm) +Rm ∗ ∇Rm
= ∆∇iRm+Rm ∗ ∇Rm.

This proves the claim.

Theorem 3.3 (Shi). If M is compact and gt a Ricci flow, for t ∈ [0, τ ], if

sup
M
|Rmgt |gt ≤

1

τ
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for all t, then

sup
M
|∇Rmgt |gt ≤

c

τt1/2

for all t. (c depends on dimM .)

Proof. From ∂gij

∂t = 2Rij and ∂
∂tRm = ∇Rm+Rm ∗Rm, we get

∂

∂t
|Rm|2 = Rm ∗Rm ∗Rm+ 2Rijkl(∇Rijkl +Rm ∗Rm).

So

∆|Rm|2 = 2Rijkl∆Rijkl + 2|∇Rm|2

= ∆|Rm|2 − 2|∇Rm|2 +Rm ∗Rm ∗Rm

≤ ∆|Rm|2 − 2|∇Rm|2 +
c

τ3

by some Cauchy–Schwartz. In the same way, we compute

∂

∂t
|∇Rm|2 = Rm ∗ ∇Rm ∗ ∇Rm+ 2∇iRjklm(∆∇iRjklm +Rm ∗ ∇Rm)

= ∆|∇Rm|2 − 2|∇∇Rm|2 +Rm ∗ ∇Rm ∗ ∇Rm

≤ ∆|∇Rm|2 +
c̃

τ
|∇Rm|2.

We want to do something about |∇Rm|. Write

F = t2|∇Rm|2 + c′t|Rm|2.

and take the time-derivative. Then

∂F

∂t
= 2t|∇Rm|2 + t2

∂

∂t
|∇Rm|2 + C ′|Rm|2 + c′t

∂

∂t
|Rm|2

≤ ∆F + 2t|∇Rm|2 +
c̃t2

τ
|∇Rm|2 − 2c′t|∇Rm|2 + c′|Rm|2 +

ct2

τ3

= ∇F +
(

2t+
c̃t2

τ
− 2c′t

)
|∇Rm|2 + c′|Rm|2 +

cc′t

τ3
.

Choosing c′ = 1
2 (c̃+ 3) gives a negative constant for |∇Rm|2.

The upshot of all this is

∂

∂t
F ≤ ∆F +

c′

τ2
+
cc′t

τ3
≤ ∇F +

c

τ2
.

By the maximum principle, we have

d

dt
Fmax(t) ≤ c

τ2
,

and t2|∇Rm|2 ≤ Fmax(t) finishes the proof.
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With the same proof with induction, we get the following real Shi estimates.

Theorem 3.4 (Shi). If

sup
M
|Rmgt |gt ≤

1

τ

on t ∈ [0, τ ], then

sup
M
|∇mRm| ≤ c

τtm/2

for all t ∈ (0, τ ], where c = c(m,dimM).

The slogan is that the control of |Rm| on some closed parameter interval
extends to the control of all deriatives of Rm. Also, for t ∈ [ τ2 , τ ], we can say

sup
M
|∇mRm|gt ≤

cn,m
τ1+m

2
.

3.2 When Ricci flow fails

This was obtained before Shi’s estimate, but it is a nice corollary.

Corollary 3.5 (Hamilton, 1982). Let M be a compact manifold, and gt be a
Ricci flow for t ∈ [0, T ). If T cannot be raised (and T <∞), then

lim sup
t→T

sup
M
|Rm| =∞.

Proof. Suppose not, so that |Rm| ≤ C for all p and t. Then by the Shi estimates,
we have uniform estimates on |∇mRm|. Fix a tangent vector v. Then

± d

dt
gt(v, v) = ∓2 Ricgt(v, v) ≤ 2|Ric|gtgt(v, v).

So we get ∣∣∣ d
dt

log gt(v, v)
∣∣∣ ≤ 2|Ric|gt .

Then we get∣∣∣∣ log gτ (v, v)

log gθ(v, v)

∣∣∣∣ =

∣∣∣∣∫ τ

θ

log gt(v, v)dt

∣∣∣∣ ≤ ∫ τ

θ

∣∣∣ d
dt

log gt(v, v)
∣∣∣ ≤ ∫ τ

θ

2|Ric|gtdt ≤ C

for θ < τ < T .
From this, we get the estimate 1

C gθ ≤ gτ ≤ Cgθ. Then there exists a C0-
convergent subsequence gti → gT for some ti ↗ T . Then by the estimate above,
we get C0-convergence gt → gT as t→ T .

Now we can go back to the beginning and do the same argument with
∇g0gt replacing gt. (We need a fixed connection.) Using the first Shi esti-
mate |∇Rm| ≤ C instead of |∇Rm| ≤ C. Then we get C1-convergence gt → gT
as t→ T . Repeat the argument to get C∞-convergence gt → gT as t→ T .

Local existence theorem shows that there exists a Ricci flow g̃t on t ∈ [T, T +
ε) with g̃T = gt. Then putting gt and g̃t together gives a longer Ricci flow.
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It is typical that T <∞. Recall that ∂R
∂t = ∆R+ 2|Ric|2. Then some linear

algebra gives |Ric|2 ≥ 1
nR

2. So

∂R

∂t
≥ ∆R+

2

n
R2.

Applying the maximal principle gives

dRmin

dt
≥ 2

n
R2

min

and solving this differential equation gives

min
M

R(−, t) ≥ nα

n− 2αt

for α = minM R(−, 0). The conclusion is that if α > 0, then T < n
2α <∞.

As we’ll see, in many cases (“sphere theorems”) we have not just |Rm| →
∞ somewhere but actually |Rm| → ∞ uniformly. In other examples, e.g.,
“neckpinching” on S3, the blowup of |Rm| will only happen on an equatorial
S2. Next time we will apply the vector bundle version of Hamilton’s maximal
principle to the evolution equation.
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Today we are going to looking at applications of Hamilton’s full maximum
principle.

4.1 Hamilton’s maximum principle

Theorem 4.1 (Hamilton maximum principle). Let M be a compact manifold
and V →M be a vector bundle, with a metric h on V , h-compatible connections
At on V , and gt on M . Let K ⊆ V be a closed, invariant under At-parallel
transport, fiberwise convex set. Let F be a vector field on V , tangent to the
fibers. If the solutions of dz

dt = F (z) preserves K for z ∈ K, then if

∂u

∂t
= ∆u+ F (u)

and u(−, 0) ∈ K then u(−, t) ∈ K for t > 0. (Here, ∆u = gij(∇Ai ∇Aj u −
∇A∇igju).)

We want to apply this to

∂

∂t
Rm = ∆Rm+ · · · .

The technical problem is that we need a fixed metric. So there is something
called a “Uhlenbeck trick”. We take a 1-parameter family ft : TM → TM by

d

dt
ft(v) = Ri

jvi
∂

∂xj

and ft(v) = v.

Proposition 4.2. gt(ft(v), ft(w)) = g0(v, w).

Proof. We check that d
dt of the left hand side is 0. This is because d

dtg =
−2 Ric.

A cool observation is that if we pull back the Riemann tensor, we get

∂

∂t
Rmgt(ft(v), ft(w), ft(w), ft(x)) =

∂Rm

∂t
(·) + Ric ∗Rm.

Then the four terms we had in this ∂
∂tRm cancels out with this Ric ∗Rms we

have. That is, pulling by ft not only makes the theorem applicable, but also
simplifies the equation. I don’t know of a deep reason this happens.

Let us define

Q(Rm)ijkl = 2(Bijkl − (k ↔ l) + (j ↔ k)− (j → l→ k → j)),

with Bijkl = RpijqR
p
kl
q. Also define

CB(Rn) =

{
multilinear R : Rn × Rn × Rn × Rn → R

with the algebraic symmetries of the Riemann tensor

}
.

This is the “algebraic space of curvature tensors”.
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Definition 4.3. For Rm ∈ CB(Rn), we define

Q(Rm)(X,Y, Z,W ) =
∑
p,q

−R(ep, X, Y, eq)R(epZ,W, eq)

+R(ep, X, Y, eq)R(ep, X,Q, eq)− · · ·

for an orthonormal basis e1, . . . , en of Rn.

Lemma 4.4. For Rm ∈ CB(Rn), we have Q(Rm) ∈ CB(Rn).

Theorem 4.5. Let K ⊆ CB(Rn) be a closed, convex subset that is invariant
under the natural O(n)-action. Also assume that K is preserved by the ODE
d
dtRm = Q(Rm). If gt is a Ricci flow on a compact M and Rmg0 ∈ K, then
Rmgt ∈ K as well.

Here, Rmg0 ∈ K should be interpreted by taking a linear isometry between
Rn and (TpM, gp).

4.2 Applications in the 3-dimensional case

Lemma 4.6. In 3-dimensions, we can write

Rijkl = Rilgjk −Rjkgjl −Rjlgik +Rjkgil −
1

2
(gilgjk − gikgjl).

Proof. You can check that the difference has the symmetries of a curvature
tensor, and you can check that it is traceless. Then you can use this condition
3 times to show that it is 0.

Corollary 4.7. The equation d
dtRm = Q(Rm) is equivalent to

d

dt
Rij = −4R2

ij + 3RRij + 2|Ric|2δij −R2δij .

Because the matrix Rij is symmetric and we are working up to O(3), the
three eigenvalues contain all the information. If α1 ≤ α2 ≤ α3 are the three
eigenvalues, we get

d

dt
α1 = −4α2

1 + 3(α1 + α2 + α3)α1 + 2(α2
1 + α2

2 + α2
3)− (α1 + α2 + α3)2

= α2
2 + α2

3 + α1α2 + α1α3 − 2α2α3 = (α2 − α3)2 + α1(α2 + α3).

This becomes more pleasant if we make a change of variables

λ1 =
α2 + α3

2
, λ2 =

α1 + α3

2
, λ3 =

α1 + α2

2
.

Then we get

d

dt
λ1 = λ2

1 + λ2λ3,
d

dt
λ2 = λ2

2 + λ1λ3,
d

dt
λ3 = λ2

3 + λ1λ2.

We want to find subsets of this eigenvalue space that is preserved under this
system. Note that λ1 ≤ λ2 ≤ λ3.
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Example 4.8. The subset {λ1, λ2, λ3 ≥ 0} is preserved. This is saying that
nonnegative sectional curvature is preserved under the Ricci flow.

Example 4.9. For all δ ∈ [0, 1], the subset {λ1 + λ2 ≥ 2δλ3} is preserved. To
see this, note that at λ1 + λ2 − 2δλ3 = 0,

d

dt
(λ1 + λ2 − 2δλ3) = · · · = λ2

1 + λ2
2 − 2δλ1λ2.

Example 4.10. For all δ ∈ [0, 1] and c > 0, the intersection

{λ1 + λ2 ≥ 2δλ3} ∩ {(λ3 − λ1)1+δ ≤ c(λ1 + λ2)}

is preserved. To see this, we compute

d

dt
log(λ3 − λ1) =

λ3
1 + λ1λ1 − λ2

1 − λ2λ3

λ3 − λ1
= λ3 + λ1 − λ2 ≤ λ3,

d

dt
log(λ1 + λ2) =

λ2
1 + λ2

2

λ1 + λ2
+ λ3 ≥

λ1 + λ2

2
≥ λ3 ≥ (1 + δ)λ3.

This is an extremely a good thing to have, because if λ3 is blowing up, λ2 also
has to be blowing up at the same rate, and then λ1 has to be very close to λ3.
Then after a rescaling, the metric is going to look more and more like a sphere.

The missing thing is that we need a uniform blowing up at all points. This
isn’t going to be too hard given what we have.



Math 230br Notes 18

5 February 6, 2018

By the end of today, we should have our first main theorem, which is Hamilton’s
original theorem.

5.1 Hamilton’s theorem

Definition 5.1. A subset F ⊆ CB(Rn) of algebraic curvature tensors is a
pinching set if it is

(1) closed, convex, O(n)-invariant,

(2) invariant under d
dtRm = Q(Rm),

(3) for all δ ∈ (0, 1), the set {Rm ∈ FRm not weakly δ-pinched} is bounded.

Definition 5.2. Rm ∈ CB(Rn) is weakly δ-pinched if

0 ≤ δK(π1) ≤ K(π2)

for all 2-planes π1, π2 ⊆ Rn.

So M is weakly 1-pinched is equivalent to M has constant curvature.

Theorem 5.3 (Hamilton, 1986). Let M be a compact manifold of dimension
≥ 3, and gt be a Ricci flow for t ∈ [0, T ) (where T is maximally defined).
Suppose in addition that g0 has positive scalar curvature, and there exists some
pinching set F ⊆ C ′B(Rn) such that Rmg0(p) ∈ F for all p ∈ M . Then there
exists a c(t) such that

c(t)gt → metric with constant sectional curvature

in C∞ as t→ T .

The condition R > 0 is preserved by the Ricci flow because

∂R

∂t
= ∆R+ 2|Ric|2 > ∆R

and then you can apply the maximal principle.

Proof. The third condition on the pinching set F shows that we have, for each
δ ∈ (0, 1),

Kmin(p, t) ≥ δKmax(p, t)− Cδ
for some large enough Cδ. We know that the Riemann tensor should be blowing
up somewhere, and this shows that

lim sup
t→T

Kmax(t) =∞.

Now I want to say that Kmin(t)/Kmax(t)→ 1 as t→ T .
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We necessarily need to compare sectional curvatures at different points of
M . The idea is to have estimates of |∇R| ≤ (· · · ) and then integrate this
estimate along geodesics. We calculate the evolution equation for the traceless
Ricci tensors

∂
∂t Ric◦ = ∆ Ric◦+Rm ∗ Ric◦ .

This is going to give the Shi-type estimate

sup
M
|∇g(t) Ric◦g(t)|2 ≤ Cn

(
sup

M×(0,t)

|Rm|g(t)
)

sup
M×(0,t)

|Ric◦g(t)|.

Couple this with |∇R| ≤ 2n
n−2 |∇Ric◦|, and we get the estimate

sup
M
|∇Rg(t)|2 ≤ C

(
sup

M×(0,t)

|Rm|
)(

sup
M×(0,t)

|Ric◦|
)

We now have to do something about the terms on the right hand side.
We note that the traceless Ric is going to be something about the differences
between the eigenvalues of Ric. Then we get this bound in terms of the sectional
curvatures. This, along with Kmin ≥ δKmax(p, t)− Cδ, we get

sup
M
|Ric◦|g(t) ≤ δKmax(t) + Cε

for all t.
We need to choose a good curve to integrate this over. Choose (pt, tk) to

approximately maximize curvature, that is,

Kmax(tk) ≥ 1

2
sup

M×[0,tk]

Kmax(t),

and the choose pk ∈M such that Kmax(pk, tk) = Kmax(tk). Then we see that

sup
M×(0,tk)

|Ric◦| ≤ 2εKmax(tk) + Cε.

If we feed this into the scalar curvature estimate, we get

sup
M
|∇Rg(tk)|2 ≤ CKmax(tk)(2εKmax(tk) + Cε)

2.

Integrating the estimation on |∇R| along geodesics emanating from pt gives

inf
{
Rg(tk)(p) : p ∈ Bg(tk)

2π/
√
Kmax(tk)

(pk)
}
≥ Rg(tk)(pk)−2π

√
C(2εKmax(tk)+Cε).

Because the scalar curvature is the sum of the sectional curvatures, we can
replace

inf
{
Kmax(p, tk) : p ∈ Bg(tk)

2π/
√
Kmax(tk)

(pk)
}
≥ Kmin(pk, tk)−2π

√
C(2εKmax(tk)+Cε).
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On the left hand side, we can apply the estimate

Kmax(p, tk) ≤ Kmin(p, tk)

1− ε
+

c′

1− ε
,

and on right hand side, we can apply

Kmin(pk, tk) ≥ (1− ε)Kmax(tk)− C ′.

Putting them together gives

lim inf
K→∞

inf{Kmin(p, tk) : p ∈ (· · · )}
Kmax(tk)

≥ (1− ε)2 − 2π
√
C2ε(1− ε).

As ε→ 0, we get that the right hand side goes to 1.
Now let us improve what we have. We first claim that lim infk→∞Kmin(tk)/Kmax(tk) =

1. If not, we have just showed that the ball centered at pt with radius 2π/
√
Kmax(tk)

is not the entire M . But we have

inf
γk
Kmin(−, tk) ≤ π2

L(γ)2
=

1

4
Kmax(tk)

for a minimizing geodesic γk, and this is clearly false.
From this we say what we wanted to say. Suppose not, so that there exists

a τk → T such that

lim inf
k→∞

Kmin(τk)

Kmax(τk)
< 1.

Choose tk ∈ [0, τk] to maximize curvature at Kmax(tk) = sup[0,τk]Kmax(t). By
the exactly same argument, we get

lim inf
k→∞

Kmin(tk)

Kmax(tk)
≥ 1.

But because R is increasing, we have Kmax(τk) ≥ Kmin(tk) and so

Kmax(τk) ≥ Kmin(tk) ≥ 1

2
Kmax(tk) =

1

2
sup
[0,τk]

Kmax(t).

This shows that the previous lemma is applicable to τk, and so

lim inf
k→∞

Kmin(τk)

Kmax(τk)
≥ 1.

Now the following lemma can use used to finish the proof.

Lemma 5.4. (1) (τ − t) sup
M

Rg(t) →
n

2
.

(2) (τ − t) inf
M
Rg(t) →

n

2
.
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(3) For a fixed α < 1
n−1 ,

sup
M
|Ric◦g(t)|2 ≤ C(τ − t)2α−2

and then by the Shi estimates, for all m ≥ 1,

sup
M
|∇m Ric◦g(t)|2 ≤ C(τ − t)2α−m−2.

(4) sup
M

∣∣∣Ricg(t)−
1

2(τ − t)

∣∣∣2 ≤ C(T − τ)2α−2.

Proof. These lemmas can be proved in a similar way, and is uninteresting. You
can read Lemmas 5.18–23 in Brendle’s book.

Now using this lemma, we can mimic to proof of Hamilton’s corollary to
construct the limit

1

2(n− 1)(T − t)
gt → g̃T .

This limit g̃t has constant scalar curvature n(n− 1) and (1) of the lemma, and
constant curvature by the previous lemma. This finishes the proof of Hamilton’s
theorem.

Corollary 5.5. A compact 3-manifold M with some metric g0 of Ric > 0, then
the corresponding Ricci flow gt has

1

4(T − t)
gt → constant curv. 1

Proof. We claim that if K ⊆ CB(R3) is compact and is in the cone of Ric > 0,
then there exists a pinching set F ⊆ CB(R3) with K ⊆ F . This will prove the
corollary.

This can be shown in the following way. We know that

K ⊆ {Rm ∈ CB(R3) : λ1 + λ2 ≥ 0}

where λ1 ≤ λ2 ≤ λ3 are the eigenvalues of 1
2Rg − Ric. Because K is compact,

there exist δ, C such that

K ⊆ {λ1 + λ2 > 0, λ1 + λ2 ≥ 2δλ3, (λ3 − λ1)1+δ ≤ C(λ1 + λ2)}.

You can check that this is a legitimate pinching set.

Corollary 5.6. If a 3-manifold has a metric with Ric > 0, then also has metric
with constant curvature.

For instance, if π1 = 0 then M ∼= S3. It would be interesting to construct a
metric of Ric > 0 just from π1 = 0.



Math 230br Notes 22

6 February 8, 2018

You might be interested in reading Hamilton’s JDG 82 and 86 papers, Huisken’s
JDG 84, and Gage–Hamilton JDG 86, Grayson JDG 87 papers.

Proposition 6.1. In dimension 3, nonegative sectional curvature is preserved
by the Ricci flow.

Proof. The relevant set is {λ1 ≥ 0} where λ1 ≤ λ2 ≤ λ3 are the eigenvalues of
Rδ − 2 Ric. The set is convex, obviously closed, O(3)-invariant, and preserved
by the ODE dλ1

dt = λ2
1 + λ2λ3 ≥ 0.

Here, the eigenvalues of Rδ− 2 Ric is also the sectional curvatures in dimen-
sion 3.

6.1 The Bohm–Walking paper

Unfortunately, the Ricci flow does not preserve positive sectional curvature in
higher dimensions. The Ricci flow cannot converge generally in this setting to
constant curvature, since there are manifolds like CPn with a positive sectional
curvature metric but no constant curvature metric.

The reference is Bohm–Walking 2008 Annals paper. The difficulty is to
produce sets in CB(Rn) invariant under d

dtRm = Q(Rm), if we want to apply
the pinching set criterion.

Definition 6.2. Define the curvature operator Rm :
∧

2TpM →
∧

2TpM
given by

〈Rm(X ∧ Y ), Z ∧W 〉 = 2g(Rm(X,Y )W,Z).

The curvature is well-defined, and is self-adjoint. Because this is self-adjoint,
there exist eigenvalues λ1 ≤ · · · ≤ λN , we say that this is a positive curvature
operator if λ1 > 0.

Definition 6.3. For s ∈ [0, 1), consider C(s) a continuous family of closed
convex O(n)-invariant cones in CB(Rn). Call this a pinching family if

(1) any Rm ∈ C(s) \ {0} has positive scalar cuvature,

(2) d
dtRm = Q(Rm) moves boundary points “inside” (into the interior)

(3) C(s)→ {κ(δilδjk − δikδjl)} as s→ 1 in the Hausdorff topology.

Here is the basic picture. If there exists a pinching family, and if g0 of the
Ricci flow has Rmg0(p) ∈ C(0) for all o, then you can move C(s) along with gt.
Then gT sill have RmgT (p) a constant sectional curvature. By Schur’s lemma,
gT sill have constant curvature.

Now the question is of how to construct a pinching family. Take numbers
a, b ≥ 0 and define a linear transformation `a,b : CB(Rn)→ CB(Rn) given by

`a,b(Rm)ijkl = Rijkl+b(Rilδjk−Rikδjl−Rjlδik+Rjkδil)+
a− b
n

R(2δilδjk−2δikδjl).
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This is a natural thing to say, because for any Rm ∈ CB ,

Rm =
1

n− 2
(R◦ijδjk −R◦ikδjl −R◦jlδik +R◦jkδil)

+
R

n(n− 1)
(δilδjk − δikδjl) + [Rm− last two terms]

then the inner product of any two of these three terms is zero. That is, this
is the orthogonal decomposition of the tensor. (This is said to be related to
the representation theory of SO(n).) So `a,b is just moves around 2 of the
components.

Proposition 6.4 (Bohm–Walking). `−1
a,b ◦ Q ◦ `ab(Rm) = Q(Rm) + Dab(Rm)

where Da,b(Rm) depends only on Ric.

If we already have the preserved condition C and `a,b(C) to be preserved
too, this is equivalent to saying that `−1

a,b ◦ Q ◦ `a,b(Rm) points into C at any
boundary point as well. Because we already know that Q points back into C,
we just need Da,b(Rm) to point back in as well.

Proposition 6.5. Let C ⊆ CB(Rn) be some closed convex O(n)-invariant, Q-
invariant cone. Assume that nonnegative curvature operators are in C but C
is contained in nonnegative sectional curvatures. For 0 < b ≤ 1

2 and 2a =
2b+(n−2)b2

1+(n−2)b2 , the set

{`a,b(Rm) : Rm ∈ C,Ric ≥ δ
nRδ}

is strictly preserved by the Q-ODE.

Proof. We need strict invariance at the boundary. So we first need to show that
Q(Rm) = Da,b(Rm) points inside C and also

Ric(Q(Rm) +Da,b(Rm))(v, v) >
δ

n
R(Q(Rm) +Da,b(Rm)).

For the first part, take e1 be an orthonormal eigenbasis of Ric. Then after
scaling R = n, we can write Ric as a diagonal matrix with entries 1 + λi, with∑
i λi = 0. Then ei ∧ ej becomes an eigenbasis of Da,b(Rm). The eigenvalues

are

Da,b(Rm)(ei, ej , ej , ei) = · · · > · · ·
· · ·
∑
i

λi

with the coefficient being positive. So Da,b(Rm) is strictly positive. Because C
contains nonnegative curvature operators, the strictly positive Da,b(Rm) points
strictly inwards.

For the second part, we use the same setup. Here

Ric(Q(R)) = 2
∑

g(R(ei, v)v, ei) Ric(ei, ei) ≥ 2δRic(v, v) = 2δ2
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and
R(Q(Rm)) = 2|Ric|2 = 2n+ 2|Ric◦|2

implies

Ric(Q(R))(v, v)− δ

n
R(Q(Rm)) ≥ −2δ(1− δ)− 2

n
δ|Ric◦|2.

Then you can check using arithmetic.

Proposition 6.6. Under the setting b = 1
2 and a > 1

2 and δ = 1− 4
n−2+8a , we

have the same conclusion.

We need a good choice of closed convex O(n)-invariant cone C. Then we are
going to define

C(s) = {`a(s),b(s)(Rm) : Rm ∈ C,Ric > δ(s)
n Rδ}

for a specific choice of a(s), b(s), and δ(s):

a(s) =

{
2s+(n−2)s2

2(1+(n−2)s2) 0 < s ≤ 1
2 ,

s s > 1
2 ,

b(s) =

{
s 0 < s ≤ 1

2 ,
1
2 s > 1

2 ,

δ(s) =

{
1− 1

1+(n−2)s2 0 < s ≤ 1
2 ,

1− 4
n−2+8s s > 1

2 .

Then as s→∞, we would get

lim
s→∞

1

a(s)
`a(s),b(s)(Rm) =

1

n
R(δilδjk − δikδjl).

So the difficulty is the first step of choosing C.
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The basic problem we faced at the very end was knowing whether we know a
cone. What are the algebraic conditions on curvature preserved by the Ricci
flow in dimension > 3? There are 3 basic answers.

• nonnegative curvature Rm :
∧

2 →
∧

2

• 2-nonnegative Rm :
∧

2 →
∧

2, meaning λ1 + λ2 ≥ 0

• nonnegative isotropic curvature

The third one is due to Brendle–Schoen (JAMS 2009). The proof of each is
analyzing the ODE d

dtRm = Q(Rm) on CB(Rn).

7.1 Complexification

Definition 7.1. The complexification of the tangent space is TC
pM = TpM⊗R

C. There is a natural inner product

〈v1 + iv2, u1 + iu2〉 = 〈v1, u1〉 − 〈v2, u2〉+ i(〈v1, u2〉+ 〈v2, u1〉).

(This is not nonnegative.) Call z ∈ TC
p (M0 isotropic if 〈z, z〉 = 0. This is

equivalent to, where z = x+ iy,

〈x, x〉 = 〈y, y〉, 〈x, y〉 = 0.

Call a complex subspace P ⊆ TC
pM isotropic if if all points in P are isotropic.

For instance, a 2-dimensional space P is isotropic if it has basis e1 + ie2, e3 + ie4

with e1, e2, e3, e4 are orthonormal. We can extend Rm :
∧

2TpM →
∧

2TpM to
Rm :

∧
2TpM ⊗R C→

∧
2TpM ⊗R C by

Rm(ω1 + iω2) = Rm(ω1) + iRm(ω2).

Definition 7.2. Let P ⊆ TC
pM be a complex subspace with dimC = 2. We

define complex sectional curvature of P as

〈Rm(v1 ∧ v2), v1 ∧ v2〉

for v1, v2 an orthonormal basis for P . Say M has nonnegative complex sec-
tional curvature if complex sectional curvature of any 2-dimensional P ⊆
TC
pM is nonnegative. Say M has nonnegative isotropic sectional curva-

ture if complex sectional curvature of any isotropic 2-plane P ⊆ TC
p (M) is

nonnegative.

This really hasn’t to much with the manifold.

Proposition 7.3. Nonnegativity of isotropic curvature is equivalent to

R1331 +R1441 +R2332 +R2442 ≥ 2R1234

for all orthonormal e1, e2, e3, e4 ∈ TpM .
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7.2 Construction of a Q-invariant cone

Theorem 7.4. The ODE d
dt = Q(Rm) on CB(Rn) preserves

(1) nonnegative complex sectional curvature and

(2) nonnegative isotropic curvature.

Let’s just recall

Q(Rm)ijkl = −2RpijqR
p
kl
q + 2RpijqR

p
lk
q − 2RpikqR

p
jl
q + 2RpilqR

p
jk
q.

Note that the first two terms combine to

Rij
pqRpqkl = Rm ◦Rm :

∧
2 →

∧
2.

So this is nonnegative, so it is mostly sufficient to only look at the last 2 terms
in Q.

Proof. (1) Suppose Rm ∈ CB(Rn) has nonnegative complex sectional curvature
with zero somewhere, i.e., x, y ∈ Rn ⊗R C with

xiyj ȳkx̄lRijkl = 0.

Define xt = x+ tw and yt = y + tz for some w, z ∈ Rn ⊗R C. If we define

h(t) = xity
j
t ȳ
k
t x̄

l
tRijkl

then the assumptions give h(0) = 0 and h′(0) = 0 and h′′(0) ≥ 0. If we do this,
we get

0 ≤ 1

2
h′′(0) = (wiyj ȳkw̄l + (wix̄l + xiw̄l)(zj ȳk + yj z̄k) + xizj z̄kx̄l)Rijkl.

Likewise, if you iw and iz instead of w and z, we get

0 ≤ 1

2
h′′(0) = (wiyj ȳkw̄l + (iwix̄l − ixiw̄l)(izj ȳk − iyj z̄k) + xizj z̄kx̄l)Rijkl.

If we add them, we get

0 ≤ 2(wiyj ȳkw̄l + xizj ȳkw̄l + wiyj z̄kx̄l + xizj z̄kx̄l)Rijkl.

We can view this inequality as having an nonnegative hermitian (x, y,R)-
dependent inner product on (z, w). To apply the next lemma, we set

Apq = xix̄lRipql, Cpq = yj ȳkRjpqk, Bpq = −xj ȳkRipqk

and then we get

xix̄lȳjykRipqlRj
pq
k = tr(AC) ≥ tr(BB) = xiȳkx̄jylRipqkRj

pq
l.

This just says that xiyj ȳkx̄l times the last two terms of Q(Rm)ijkl is nonnega-
tive.
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(2) Suppose Rm ∈ CB(Rn) has some nonnegative isotropic curvature, zero
on some isotropic 2-plane. Take a basis u = e1 +

√
−1e2 and v = e3 +

√
−1e4

with e1, e2, e3, e4 orthonormal. Take a basis

u, ū, v, v̄, e5, . . . , en

of Rn ⊗R C that is orthonormal with the hermitian inner product. For x, y ∈
spanp>4 ep, define the quadratic deformation

ut = u+ tx− t2〈x, x〉
2

ū− t2〈x, y〉
2

v̄, vt = v + ty − t2〈x, y〉
2

ū− t2〈y, y〉
2

v̄.

Then ut, vt stay isotropic as t > 0. As before, define h(t) in the same way, and
we will get

0 = h′(0) = 2<(Rm(x, v, v̄, ū) +Rm(u, y, v̄, ū)).

But we can multiply them with i can get the same thing for imaginary parts,
and so

Rm(x, v, v̄, ū) = Rm(u, y, v̄, ū) = 0.

We can also do the computation of h′′(0). Then

0 ≤ Rm(v, x, x̄, v̄) +Rm(u, y, ȳ, ū) +Rm(v, x, ȳ, ū) +Rm(u, y, x̄, v̄).

If we again apply the lemma, we get∑
p,q>4

Rm(u, ep, eq, ū)Rm(v, ep, eq, v̄)−Rm(u, ep, eq, v̄)Rm(v, ep, eq, ū) ≥ 0.

This almost what we need except for that we need
∑
p,q instead of

∑
p,q>4. But

all other terms vanish because of the vanishing condition h(0) = h′(0) = 0. At
the end, you are left with

(Rm(u, ū, v̄, ū) +Rm(v, v̄, v̄, ū))(Rm(u, v, v̄, v) +Rm(u, v, ū, u)).

Go through the h(t) again with ut = u+ tv̄ and vt = v − tū with h′(0) = 0 and
with the i factor. Then the first factor is 0.

Lemma 7.5. If ( A B
B† C

) is nonnegative Hermitian on C2n, then

tr(AC̄) ≥ tr(BB̄).

Definition 7.6. If Rm ∈ CB(Rn), define Rm × Rk ∈ CB(Rn × Rk) by the
trivial extension to all of Rk, i.e.,

(Rm× Rk)((v1, u1), . . . , (v4, u4)) = Rm(v1, . . . , v4).

This can be thought of as the Riemann tensor on M × Rk.

Corollary 7.7. Fix k ≥ 0. The ODE d
dtRm = Q(Rm) preserves

{Rm ∈ CB(Rn) : Rm× Rk has nonnegative isotropic curvature}.
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Here is the crucial proposition:

(1) Rm :
∧

2 →
∧

2 nonnegative implies Rm × R2 has nonnegative isotropic
curvature.

(2) Rm×R2 has nonnegative isotropic curvature implies Rm has nonnegative
sectional curvature.

This allows us to apply the Bohm–Walking theorem.
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Definition 8.1. (M, g) has nonnegative isotropic curvature if

R1331 +R1441 +R2332 +R2442 ≥ 2R1234

for any orthonormal e1, e2, e3, e4.

Proposition 8.2. The nonnegative isotropic curvature condition implies non-
negative scalar.

Proof. Sum over all i, j, k, l and you get that (n− 3)R ≥ 0.

Proposition 8.3. Rm × R nonnegative isotropic curvature implies Ric ≥ 0.
Also, Rm :

∧
2 →

∧
2 being 2-nonnegative implies Rm×R nonnegative isotropic

curvature.

Proof. We use the fact that Rm×R nonnegative isotropic curvature is equivalent
to

R1331 + λ2R1441 +R2332 + λ2R2442 ≥ 2λR1234

for all orthonormal e1, . . . , e4 and λ ∈ [0, 1]. This is because we can use
(e1, 0), (e2, 0), (e3, 0), (λe4,

√
1− λ2) in one direction. If (v1, x1), . . . , (v4, x4)

are orthonormal on Rn × R, you can show that ϕ = v1 ∧ v3 + v4 ∧ v2 and
ψ = v1 ∧ v4 + v2 ∧ v3 can be represented as ϕ = a1e1 ∧ e3 + a2e4 ∧ e2 and
ψ = b1e1 ∧ e4 + b2e2 ∧ e3.

If we take λ = 0 and sum over i, j, then we get 2(n − 1) Rickk ≥ 0. The
2-nonnegativity condition can be equivalently desribed as

〈Rm(ϕ), ϕ〉+ 〈Rm(ψ), ψ〉 ≥ 0

for ϕ,ψ ∈
∧

2 and |ϕ|2 = |ψ|2 and 〈ϕ,ψ〉 = 0. We use

ϕ = e1 ∧ e3 + λe4 ∧ e2, ψ = λe1 ∧ e4 + e2 ∧ e3

and get what we want.

Similarly, we have the following.

Proposition 8.4. Rm×R2 having nonnegative isotropic curvature implies non-
negative sectional curvature. Rm :

∧
2 →

∧
2 nonnegative implies Rm × R2

nonnegative isotropic curvature.

Proof. Here, the lemma is that Rm × R2 nonnegative isotropic curvature is
equivalent to

R1331 + λ2R1441 + µ2R2332 + λ2µ2R2442 ≥ 2λµR1234

for orthonormal e1, e2, e3, e4 and λ, µ ∈ [0, 1].



Math 230br Notes 30

So here is the summary:

Rm :
∧

2 →
∧

2

nonnegative
Rm :

∧
2 →

∧
2

2-nonnegative

Rm× R2 NIC Rm× R NIC Rm NIC

sec ≥ 0 Ric ≥ 0 R ≥ 0

8.1 Existence of a pinching set

Lemma 8.5. The set {Rm : Rm× R2 NIC} is convex in CB(Rn).

Proof. This is obvious because it is a linear condition.

Define

C(s) = {`a(s),b(s)(Rm) : Rm× R2 NIC,Ric ≥ δ(s)
n Rδ}

where a(s) and δ(s) and b(s) is as defined before.

Proposition 8.6. C(s) ⊆ CB(Rn) is closed, convex, O(n)-invariant, and strictly
invariant under the Q-ODE.

The basic construction is

F = C(s0) ∩
∞⋂
i=1

{Rm : Rm+ 2ih(δilδjk − δikδjl) ∈ C(si)}

for some h and si → ∞ we will choose. So you are pulling the cones back as
the cones get thinner and thinner.

The hard thing is to verify ODE-invariance. Let K be a compact set in
int(C(0)). Take s0 > 0 such that K ⊆ C(s0), and take

h = max
K

[scalar curvature].

We need to control the ODE under translations.

Proposition 8.7. There exist N(s̄) ≥ 1 such that if s ∈ [s0, s̄] and Rm ∈
∂C(s) and scal(Rm) ≥ N(s̄) then Q(R̃m) points into C(s) at Rm as long as
|Rm− R̃m| ≤ 2|δilδjk − δikδjl|.

Proof. This is trivial by compactness, because Q(Rm) points strictly into C(s)
and Q is homogeneous quadratic.

Lemma 8.8. There exists a decreasing δ(s̄) such that if s ∈ [s0, s̄] and Rm +
(δ ∗ δ) ∈ C(s) and scal(Rm) ≤ N(s̄) then Rm+ 2(δ ∗ δ) ∈ C(s+ δ(s̄)).
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Now we are going to set sj = sj+1 + δ(sj−1). Define Fj to be the jth
intersection in the definition of F .

Proposition 8.9. Fj only changes for larger scalar curvature:

Fj+1 ∩ {R ≤ 2jN(sj)h} = Fj ∩ {R ≤ 2jN(sj)h}.

Proof. If Rm is in the right hand side then Rm + 2jh(δ ∗ δ) ∈ C(sj) and so
R ≤ 2jN(sj)h. Then Rm

2jh + δ ∗ δ ∈ C(sj) and R
2jh ≤ N(sj). The lemma implies

that Rm
2jh + 2δ ∗ δ ∈ (sj+1 and then rescaling gives that Rm is in the left hand

side.

By the definition of h, we have

K ⊆ C(s0) ∩ {scal ≤ h} = F ∩ {scal ≤ h} ⊆ F.

Proposition 8.10. F is invariant under the Q-ODE.

Proof. We have Rm ∈ ∂F implies Rm ∈ ∂C(s0) or Rm ∈ ∂{Rm : Rm+ 2ih(δ ∗
δ) ∈ C(si)}. This necessarily implies scal ≥ 2i−1N(si)h. If we set

Rm′ =
Rm+ 2ih(δ ∗ δ)

2i−1h
, R̃m

′
=

Rm

2i−1h
,

we can see that Q(R̃m
′
) points into C(si). So we can rescale.

Proposition 8.11. F is a pinching set.

Proof. We claim that Rm′ ∈ C(s) and s > 1
2 implies that Rm′ is weakly 2s−1

2s+n−1 -
pinched. This is enough.

If Rm′ ∈ C(s) then

Rm′ = `a, 12 (Rm) = Rm+
1

2
Ric(∧)δ +

1

n

(
s− 1

2
Rδ(∧)δ,

and so Rm′(e1, e2, e2, e1) ≥ 1
n (s − 1

2 )R by Rm having nonnegative sectional
curvature. On the other hand,

Rm′(e1, e2, e2, e1) ≤ Ric(e1, e2) + Ric(e2, e2)

2
+

Ric(e1, e1) + Ric(e2, e2)

2

+
1

n

(
s− 1

2

)
R ≤ R+

1

n

(
s− 1

2

)
R.

This finishes the proof.

Theorem 8.12 (Brendle–Schoen). If M is compact and dim ≥ 4, and gt is a
Ricci flow on [0, T ) and g0 is such that M ×R2 has positive isotropic curvature,
then

1

2(n− 1)(T − t)
gt

C∞−−→ metric of cons. curv.
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Theorem 9.1 (Brendle–Schoen, JAMS 2009). If M is compact with dimM ≥
4, and gt is a Ricci flow for t ∈ [0, T ) with g0 such that M ×R2 having positive
isotropic curvature, then

1

2(n− 1)(T − t)
gt

C∞−−→ constant curvature 1.

Now there is an observation by Berger that if κ ≤ κ(P ) ≤ κ for all 2-
dimensional P ⊆ TpM , then

R(e1, e2, e3, e4) ≤ 2

3
(κ− κ)

for all orthonormal e1, e2, e3, e4. This can be done by polarization, which ex-
presses Rm in terms of the sectional curvatures.

Corollary 9.2. If for all p ∈M , 0 < 1
4κ(P1) < κ(P2) for all 2-planes P1, P2 ⊆

TpM , then Rmp×R2 has positive isotropic curvature for all p and so the theorem
applies. That is, if (M, g) is “ 1

4 -pinched” then M is diffeomorphic to a space
form.

The constant 1
4 is optimal because CPn with the Fubini–Study metric has

0 < 1
4κ(P1) ≤ κ(P2). Also, 1

4 -pinching is not preserved by the Ricci flow.

9.1 Brendle’s theorem

Brendle proved a strengthening of this theorem, one year before.

Theorem 9.3 (Brendle, DMJ 2008). Everything is the same, except that dimM ≥
3, and “M×R has positive isotropic curvature” instead of “M×R2 has positive
isotropic curvature”.

In the 3-dimensional case, this reduces exactly to Hamilton’s 1982 theorem.
When proving this, we cannot directly apply `a,b Bohn–Walking, since {Rm :
Rm×R NIC} is not contained in nonnegative sectional curvature. The way to
get around this is a new condition.

Definition 9.4. For Rm ∈ CB(Rn), define Rm× S2 ∈ CB(Rn × R2) by

Rm×S2((v1, y1), . . . , (v4, y4)) = Rm(v1, . . . , v4)+〈y1, y4〉〈y2, y3〉−〈y1, y3〉〈y2, y4〉.

Proposition 9.5. Rm× S2 has nonnegative isotropic curvature if and only if

R1331 + λ2R1441 + µ2R2332 + λ2µ2R2442 − 2λµ+R1234 + (1− λ2)(1− µ2) ≥ 0.

for all orthonormal e1, . . . , e4 and λ, µ ∈ [0, 1].

Corollary 9.6. Rm×R2 has nonnegative isotropic curvature implies Rm×S2

has nonnegative isotropic curvature implies Rm × R has nonnegative isotropic
curvature.
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Proposition 9.7. {Rm : Rm× S2 NIC} is preserved under d
dtRm = Q(Rm).

Proposition 9.8. If 0 < b ≤
√

4+2n(n−20−2

n(n−2) and a = b+ n−2
2 b2 then

{`a,b(Rm) : Rm× S2 NIC}

is strictly preserved by d
dtRm = Q(Rm).

Proof. a and b defined ensure that the coefficients in Da,b(Rm) are either 0 or
≥ 0. We have that Rm × S2 nonnegative isotropic curvature implies Rm × R
nonnegative isotropic curvature implies Ric ≥ 0. So if we look at the eigenvec-
tors e1, . . . , en of Ric, then ei∧ej are eigenvectors of Da,b(Rm). It is then easy to
check that eigenvalues are positive. Now use that {Rm ≥ 0} ⊆ {Rm×S2 NIC}.

We are trying to show that d
dtRm = Q(Rm) + Da,b(Rm) preserves {Rm :

Rm × S2 NIC}. We know that Q is inward-pointing, and we just showed that
Da,b strictly pointed inwards.

Define

A(s) =


1−s
s `a(s),b(s){Rm : Rm× S2 NIC} 0 < s < 1

`a(1),b(1){Rm : Rm× R2 NIC} s = 1

C(s− 1) ∩ `a(1),b(1){Rm : Rm× R2 NIC} s > 1,

with C(s) from last time. Then you can show that A(s) is continuous in s,

A(s)→ {Rm : Rm× R2 NIC}

as s→ 0, and
A(s)→ {κ(δilδjk − δikδjl) : κ > 0}

as s → ∞. The claim is now that A(s) is strictly preserved by d
dtRm =

Q(Rm). Then there exists a pinching set containing any choice of compact
K ⊆ int(A(0)). If A(s) are not cones, we can just use

⋂
λ>0 λA(s) as a strictly

preserved cone.
Two references for what we have been doing are

• Brendle, chapters 1–3, 5–8,

• Andrews–Hopper, chapters 1–2, 4–8, 12–15.

9.2 Ricci flow without curvature restriction

What can expect if we have negativity of curvature?

Theorem 9.9 (Gromov–Thurston, 1987). For any δ > 0 and any dim ≥ 4,
there exist compact (M, g) with −1 ≤ sec ≤ −1 + δ but M does not admit a
metric of constant curvature.
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So you can’t possibly hope for these sphere theorems in the negative curva-
ture case. Even to this day, the Ricci flow is not well understood in the negative
curvature case. There are two exceptions, in dim = 2 which we will talk about
later, and in dim = 3 when the compact manifold of sec < 0.

Another related question is about pinching around zero curvature.

Theorem 9.10 (Gromov 1978). Let (M, g) be a compact manifold with −κ ≤
sec ≤ κ and diameter D. If

κD2 ≤ exp(− exp(exp(exp(· · · (exp(n))))))

where there are 200 exponentials, then M is finitely covered by a nilmanifold.

Definition 9.11. A manifold is a nilmanifold if there exists a transitive action
by a nilpotent Lie group. A nilpotent Lie group is a Lie group with a nilpotent
Lie algebra.

Our new goal is to understand Ricci flow without curvature restrictions.

Theorem 9.12 (Hamilton–Ivey). Let M be a compact manifold of dim = 3.
Let λ ≥ µ ≤ ν be the eigenvalues of Rm :

∧
2 →

∧
2. Let gt be a Ricci flow, and

suppose that R|t=0 ≥ −1. Then

ν + f−1(λ+ µ+ ν) ≥ 0

for f(x) = x log x− x.

Note that R|t=0 ≥ −1 can be arranged by constant scaling, and also R ≥ −1
is preserved by the Ricci flow because

∂R

∂t
= ∆R+ 2|Ric|2.

Also, R = λ+ µ+ ν.

Theorem 9.13 (Hamilton compactness, 1995). Let pk ∈ Mk be a sequence of
manifolds (with same dimension) and a sequence of points. Let gk(t) be complete
Ricci flows on Mk, with t ∈ (T1, T2] 3 0. Assume that

(1) for any radius r > 0, there exist c(r), k(r) > 0 such that

|Rm(gk(t))|gk(t) ≤ c(r)

for all k ≥ k(r) on B
gk(0)
pk (r) and the entire time interval,

(2) the injectivity radii inj(Mk, pk, gk(0))� 0 are uniformly bounded below.

Then there exists a sequence rk →∞ and a subsequence of (B
gk(0)
pk (rk), gk(t), pk)

converging in C∞loc to (M∞, g∞(t), p∞) for some M∞ 3 p∞ some smooth man-
ifold with g∞(t) a complete Ricci flow on the entire time interval.
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Here, locally C∞-convergence means that there is a sequence p∞ ∈ U1 ⊆
U2 ⊆ · · · with

⋃∞
i=1 Ui = M∞ and the diffeomorphisms are uniformly on com-

pact subsets of M∞×(T1, T2]. For (1), we often just use |Rm|k ≤ C everywhere.
So here is the basic picture. Let M3 be compact, and let gt be a Ricci

flow on [0, T ). Suppose that T is maximal and assume T < ∞. We then
know that lim supt→T supM |Rm| = ∞. Choose xk ∈ M and tk ↗ T such that
|Rm(xk, tk)| → ∞. Then define

g̃k(t̃) =
g(tk + ε2k t̃)

ε2k

for t̃ ∈ [− tk
ε2k
, T−tk

ε2k
) for εk = 1√

|Rm(xk,tk)|
. You can check that g̃k are Ricci flows.

If we apply the Compactness theorem (we will be more careful later), we get a
limit (M∞, g∞(t), p∞). Here, changing g → g̃k changes

(Rm :
∧

2 →
∧

2) −→ Rm

|Rm(xk, tk)|
.

Because |Rm| → ∞, either λ→∞ or ν → −∞. But Hamilton–Ivey tells us
that if ν → −∞ then λ→∞. We can then rearrange the inequality to

−ν ≤ λ+ µ

log(−ν)

and then

− ν√
λ2 + µ2 + ν2

≤ λ+ µ√
λ2 + µ2 + ν2

1

log(−ν)
.

In both case ν → −∞ and ν 6→ −∞, we get the left hand side going to 0. Either
way, we see that g∞ has nonnegative Rm :

∧
2 →

∧
2.
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Today we are going to make a short digression and talk about Yau’s estimates.

Theorem 10.1 (Laplacian comparison theorem). (Mn, g) be a complete, Ric ≥
−(n− 1)kg and let p ∈M be ρ(q) = dg(p, q). If ρ is smooth at q, then

δgρ ≤ n− 1

ρ
(1 +

√
kρ).

Let us take this for granted.

10.1 Yau’s estimate

Theorem 10.2 (Yau, CPAM, 1975). Let (Mn, g) be a complete Riemannian
metric with Ric ≥ −(n − 1)kg, and let u : Ba(p) → (0,∞) such that ∆u = 0.
Then

|∇u|
u
≤ Cn

(1 + a
√
k

a

)
on Bn/2(p).

Proof. We can compute

∆|∇u|2 = 2|∇∇u|2 + 2〈∇u,∆∇u〉
= 2|∇∇u|2 + 2〈∇u,∇∆u〉+ 2 Ric(∇u,∇u).

Because
∆|∇u|2 = 2|∇u|δ|∇u|+ 2|∇|∇u||2,

we can also rewrite this in terms of |∇u| as

|∇u|∆|∇u| = |∇∇u|2 − |∇∇u|2 + Ric(∇u,∇u).

Then we can write this in terms of |∇u|u as

∆
|∇u|
u

=
|∇∇u|2 − |∇|∇u||2

u|∇u|
+

Ric(∇u,∇u)

u|∇u|
− 2
∇u
u
· ∇|∇u|

u
.

The first numerator is nonnegative by the Schwartz inequality (this is also
called the “Kato inequality”). But the key observation is that

|∇∇u|2 − |∇|∇u||2 ≥ 1

n− 1
|∇|∇u||2

for a harmonic function u. If we use this, and the inequality

∇|∇u| · ∇u
u2

≤ |∇|∇u|||∇u|
u2

≤ 1

2

( |∇|∇u||2
u|∇u|

+
|∇u|3

u3

)
,
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then we get

∆ϕ ≥ −(n− 1)kϕ−
(

2− 2

n− 1

)∇u
u
· ∇ϕ+

ϕ3

n− 1

for ϕ = |∇u|
u .

Now define on Ba(p),

F (x) = (a2 − ϕ(x)2)ϕ(x)

so that F has interior maximum point on x0, so that ∇F (x0) = 0 and ∆F (x0) ≤
0. Then the conditions can be written as

(a2 − ρ2)∇ϕ = ϕ∇ρ2, (a2 − ρ2)∆ϕ− 2|∇ρ2|ϕ
a− ρ2

− ϕ∆ρ2 ≤ 0.

If we use |∇ρ| = 1 and

∆ρ2 = 2ρ∆ρ+ 2|∇ρ|2 ≤ 2(n− 1)(1 +
√
kρ) + 2,

then we get

0 ≥ −(n− 1)k −
(

2− 2

n− 1

)∇u
u
· ∇ϕ
ϕ

+
ϕ2

n− 1
− Cn(1 +

√
kρ)

a2 − ρ2
− 8ρ2

(a2 − ρ2)2
.

Also, (
2− 2

n− 1

)∇u
u
· |∇ϕ|

ϕ
=
(

2− 2

n− 1

)∇u
u
· ∇ρ

2

a−ρ2
≤ 2ϕ

ρ

a2 − ρ2
.

Replacing ϕ by F
a2−ρ2 , and using ρ < α, we get

0 ≥ F 2

n− 1
− 2
(

2− 2

n− 1
Fa− C ′na2(1 +

√
ka
)2

.

The quadratic formula then shows that F ≤ C ′′na(1+
√
ka). Then use supBa/2 ≤

F (x0) to get the theorem.

Proposition 10.3. For ∆u = 0, we have

|∇∇u|2 − |∇|∇u||2 ≥ 1

n− 1
|∇|∇u||2.

Proof. Take p imM and normal coordinates at p, so that gij(p) = δij and
∂kgij(p) = 0, and also assume ∇1u(p) = |∇u|(p) and ∇2u(p) = · · · = ∇nu(p) =
0. We also locally have

|∇u| =
√
gij∇iu∇ju.

So we can take the derivative

∇k|∇u| =
∂kg

ij∇iu∇ju+ 2gij∂k(∇iu)∇ju
2|∇u|

= ∇k∇1u
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by our choice of coordinates.
Now the left hand side is∑
i,j

(∇i∇ju(p))2 −
∑
k

(∇k∇iu(p))2 ≥
∑
i 6=1

(∇1∇iu(p))2 +
∑
i6=1

(∇i∇iu(p))2

≥ 1

n− 1

∑
i 6=1

(∇1∇iu(p))2 +
1

n− 1

∑
i6=1

(∇i∇iu(p))2

=
1

n− 1

n∑
i=1

(∇1∇iu(p))2.

So we get the desired inequality.

Yau proves this theorem using an “approximate maximum principle”.

Corollary 10.4. If (M, g) is complete with Ric ≥ 0, then every positive har-
monic function is constant.

Corollary 10.5 (Harnack inequality). If (M, g) is complete and Ric ≥ −(n−
1)kg, then u : Ba(p)→ (0,∞) is harmonic, then

sup
Ba/2

u ≤ Cn,a,k inf
Ba/2

u.

Proof. The theorem gives |∇u|u ≤ Cn,a,k in Ba. Now take p, q ∈ Ba/2 such that
infBa/2 u and u(q) = supBa/2 . Take the minimal geodesic from p to q, and we
get

log
u(q)

u(p)
≤
∫
γ

|∇u|
u
≤ Ca.

This gives a new proof of the Harnack inequalities by a gradient inequality
proved by the maximum principle. This is somewhat weaker version of the De
Giorgi–Nash–Moser Harnack inequality for quasilinear scalar elliptic equations.

10.2 Minimal surface in Rn,1

Theorem 10.6 (Cheng–Yau, Annals, 1976). Any complete closed hypersurface
in Rn,1 with mean curvature 0 (assuming the induced metric is Riemannian) is
a linear plane.

Actually, completeness is redundant. Also, this is not true with Rn,1 replaced
by Rn.

Proof. The Gauss equation gives

Rijkl = −hilhjk + hikhjl,
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and then Rjk = hikhij is nonnegative. Also, we have

1

2
∆|h|2 = |∇h|2 + 〈h,∇∇H〉+ |h|4 −Hhijhjkhki = |∇h|2 + |h|4.

If we define

g(x) =
1

u(x)
(a2 − ρ(x)2)−α

on Ba(p), g has some interior minimum x0. Exactly as before, we have ∇g = 0
and ∆g ≥ 0. Then

−∇u
u

+
2ρ∇ρ
a2 − ρ2

= 0, −∆u

u
+
|∇u|2

u2
+

2α(1 + ρ∆ρ)

a2 − ρ2
+

4αρ2

(a2 − ρ2)2
≥ 0.

So
∆u

u
≤ 4α(α+ 1)

(a2 − ρ2)2
+

2α(1 + ρ∆r)

a2 − ρ2

and the Laplacian comparison equation gives ρ∆ρ ≤ n − 1. Also, the Simons
equation gives 1

2∆|h|2 ≥ |h|4, and so

(a2 − ρ2)2u

2
≤ (4α2 + 4α)ρ2 = 2α(a2 − ρ2)n.

Take α = 2 and we get

max
Ba

(a2 − ρ2)2u

2
≤ 24ρ2 + 4a2n2.

As a → ∞ we get u ≡ 0. The second fundamental form vanishes, so it should
be a plane.
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Today we are going to look at parabolic estimates. Recall

Theorem 11.1 (Cheng–Yau, 1975). If (Mn, g) is complete with Ric ≥ −(n −
1)kg, and if u : Ba(p)→ (0,∞) is harmonic, then

|∇u|
u
≤ cn

(1 + a
√
k

a

)
on Ba/2(p).

11.1 Parabolic estimate

Theorem 11.2 (Li–Yau, Acta 1986). If (Mn, g) is complete and Ric ≥ −kg,
and if u > 0 has ∂u

∂t = ∆u on some B2R(p), then

|∇u|2

u2
− αut

u
≤ cnα

2

R2

( α2

α2 − 1
+R
√
k
)

+
nα2k

2(α− 1)
+
nα2

2t

on BR(p), for all α > 1.

The proof is similar to Cheng–Yau we saw last time.

Proof. First write the PDE for F = t(|∇f |2−αft) for f = log u. Then we have( ∂
∂t
−∆

)
F ≤ 2〈∇f,∇F 〉+

F

t
+ 2kt|∇f |2 − 2t

n
(|∇f |2 − ft)2.

In the simple case α = 1, we will have something like( ∂
∂t
−∆

)
F =

F

t
− 2t|∇∇f |2 − 2t〈∇f,∆∇f〉.

The trace inequality gives −2t|∇∇f | ≤ 2t
n (∆f)2. Then we have

−2t(∇f,∆∇f) = −2t(∇f,∇∆f)− 2tRic(∇f,∇f)

and then we can use the estimate on Ricci.
Now we take ψ ∈ C∞c (R) a cutoff function so that 0 ≤ ψ ≤ 1 and ψ ≡ 1 on

[0, 1] and ψ ≡ 0 on [2,∞), |ψ′| ≤ 0, ψ′′ ≥ −c1, |ψ
′|2
ψ ≤ c2. Take ϕ = ψ ◦ ρ

R for ρ
a distance function to p.

Then ϕF has a maximum on B2R(p)× [0, T ]. If this is nonpositive, we have
a 0 on the right hand side of the theorem, and we are done. If it is positive,
then at an interior point we have 0 = ∇(ϕF ) and ∆(ϕF ) ≤ 0 and ∂

∂t (ϕF ) ≥ 0.

The last two implies that ( ∂∂t − ∆)(ϕF ) ≥ 0. Use ∇(ϕF ) = 0 to replace all

∇F terms by F,ϕ,∇ϕ. Put the PDE into ∂
∂t (ϕF ) ≥ 0 and use the Laplacian

comparison theorem for the ∆ϕ term. As for Cheng–Yau, we want extra terms
as quadratics for F . If we look at the PDE, we have

2〈∇f,∇F 〉+ 2kt|∇f |2 − 2t

n
(|∇f |2 − ft)2
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as quadratic in |∇f |2−αft. Again use 0 = ∇(ϕF ) to replace∇F and |∇ϕ|√ϕ ≤
√
c2
R

to get an estimate.

Here is the simpler more advertisable theorem.

Theorem 11.3. Let M be a compact (or complete) manifold with Ric ≥ 0 and
u > 0 and ∂u

∂t = ∆u. Then

|∇u|2

u2
− ut
u
≤ n

2t
.

Proof. Take R → ∞ and α → 1. Or we can apply the maximal principle to

0 ≤ F
t −

2t
n
F 2

t2 = 2F
nt (n2 − F ).

Corollary 11.4 (Harnack). Suppose (M, g) has Ric ≥ 0 and u > 0 solve ∂u
∂t =

∆u, then
u(x2, t2)

u(x1, t1)
≥
( t2
t1

)−n2
exp
(−d(x1, x2)2

4(t2 − t1)

)
.

Proof. Choose a geodesic γ from x1 to x2, and then we write

log
u(x2, t2)

u(x1, t1)
=

∫ t2

t1

d

dt
log u(γ(t), t)dt =

∫ t2

t1

∂

∂t
log u+∇ log u

dγ

dt

≥
∫ t2

t1

|∇ log u|2 − n

2t
+∇ log u

dγ

dt
≥
∫ t2

t1

− n
2t
− 1

4

∣∣∣dγ
dt

∣∣∣2
= −n

2
log

t2
t1
− 1

4

d(x1, x2)2

t2 − t1
.

Of course, there is a more complicated version for Ric ≥ −kg. Also, note
that the basic solution of ∂u

∂t = ∆u on Rn is (4πt)−n/2e−|x|
2/4t.

Proposition 11.5. Take a compact 2-dimensional Ricci flow with positive cur-
vature. (Here Rij = 1

2Rgij and ∂R
∂t = ∆R+R2.) Define

Q =
∂

∂t
logR− |∇ logR|2 +

1

t
.

Then Q = ∆ logR+R+ 1
t and( ∂

∂t
−∆

)
Q ≥ 2〈∇ logR,∇ logQ〉+Q

(
Q− 2

t

)
.

Then the maximal principle gives Q ≥ 0, and integrating gives

R(x2, t2)

R(x1, t1)
≥ t1
t2

exp

(
−1

4

∫
γ

∣∣∣dγ
dt

∣∣∣2
gt

)
dt.

Proof. Exercise. Hamilton did this in two hours.
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We need R > 0, and this implies that distances are decreasing. So in the
exponential term, we can just take the distance with dg(t1).

Theorem 11.6 (Hamilton, JDG 1993). Let Mn be compact and gt be a Ricci
flow with Rm :

∧
2 →

∧
2 nonnegative. Define

Pkij = ∇kRij −∇iRjk, Mij = ∆Rij −
1

2
∇i∇jR+ 2RpijqR

pq −RipRpj +
Rij
2t
.

For any choice of a 2-form U and a 1-form W , define

Z(U,W ) = MijW
iW j + 2PkijU

kiW j +RpqijU
pqU ji.

Then Z(U,W ) ≥ 0 for all U,W .

Note that Z can be considered as a quadratic form on
∧

1 ⊕
∧

2. This holds
even if M is noncompact but gt has bounded nonnegative curavature.

Theorem 11.7 (Brendle, JDG 2009). This holds if Rm× R2 has NIC.

Corollary 11.8. ∂R
∂t + R

t + 2∇vR+ 2 Ric(v, v) ≥ 0 for every vector field v.

Proof. Take Uij = 1
2 (viwj − vjwi) and trace over w. Then the M term is going

to be 1
2
∂R
∂t + R

2t , the P term is ∇vR, and the Rm term is Ric(v, v).

We can also integrate this.

Corollary 11.9. Under the same hypothesis,

R(x2, t2)

R(x1, t1)
≥ t2
t1

exp
(−dg(t1)(x1, x2)2

2(t2 − t2)

)
for all x1, x2 and 0 < t1 < t2.

Proof. We can use Rm ≥ 0 implies Ric ≥ 0 implies distances nonincreasing.
Also, Ric ≥ 0 implies Ric ≤ Rg. Then

0 ≤ ∂R

∂t
+
R

t
+ 2∇vR+ 2R|v|2

= R
( ∂
∂t

log(tR)− 1

2
|∇ log(tR)|2 + 2

∣∣∣v +
1

2
∇ logR

∣∣∣2).
So we can choose v = − 1

2∇ logR and then integrate as before.

Corollary 11.10. Under the same hypotheses, tR is nondecreasing at every
point.

Proof. Take v = 0, and then 0 ≤ ∂R
∂t + R

t = 1
t
∂
∂t (tR).
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Recall that

Pkij = ∇kRij −∇iRjk,

Mij = ∆Rij −
1

2
∇i∇jR+ 2RpijqR

pq −RiqRpj +
Rij
2t
,

Z(U,W ) = MijW
iW j + 2PkijU

kiW j +RpqijU
pqU ji

for U ∈
∧

2 and W ∈
∧

.

Theorem 12.1. Let (M, gt) be a compact or complete with bounded curvature.

(1) (Hamilton) If Rm :
∧

2 →
∧

2 is positive, then Z(U,W ) ≥ 0 for all U,W .

(2) If Rm× R2 is NIC, then

∂R

∂t
+
R

t
+ 2∇vR+ 2 Ric(v, v) ≥ 0

for all vector field v.

Corollary 12.2. tR is nondecreasing everywhere.

Corollary 12.3. If the Ricci flow is on t ∈ (−∞, 0) then R is nondecreasing
everywhere.

Proof. If we take v = 0, then tR is nondecreasing. Also, if we take v = 0 and
t = 0 arbitrarily large (after translating time) then we get R nondecreasing.

Definition 12.4. A Ricci flow on t ∈ (−∞, 0) is called ancient.

Let (M3, gt) be a compact Ricci flow on t ∈ [0, T ). Define

g̃(k)(t) = |Rm(xk, tk)|g
(
tk +

t̃

|Rm(xk, tk)|

)
for t̃ ∈ [−|Rm(xk, tk)|tk, |Rm(xk, tk)|(T − tk)). Then for some tk ↗ T and xk
such that |Rm(xk, tk)| → ∞, we can see that the g̃(k) is a Ricci flow, with left
endpoint of t̃-interval going to −∞.

But what happens to the right endpoint? Also, how can we apply compact-
ness? Can we get bounded curvature of the limit? If all is good, then there
exists a limit with sec ≥ 0 by Hamilton–Iveys and ∂R

∂t ≥ 0.

12.1 Chow–Chu construction

Here is Hamilton’s crucial observation:
∧

2TpM has a natural Lie algebra struc-
ture. There is a map ∧

2TpM → so(TpM)

sending ei ∧ ej to the linear map that projects to ei ∧ ej and then rotates 90◦

in the 2-plane. This is an isomorphism. Then
∧

2TpM ⊕ TpM has a Lie algebra
structure given by

[(u1, v1), (u2, v2)] = ([u1, u2], u1(v2,−)− u2(v1,−)).
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Definition 12.5. If V is a Lie algebra which has inner product 〈−,−〉, define
for T : V → V the Lie algebra square T# : V → V by

〈T#(v), v〉 =
1

2

∑
α,β

〈[T (eα), T (eβ)], v〉〈[eα, eβ ], v〉

for eα orthonormal.

Lemma 12.6.
( ∂
∂t
−∆

)
Rm = Rm2 +Rm# after the Uhlenbeck trick.

Lemma 12.7.
( ∂
∂t
−∆

)
Z = Z2 + Z# viewing Z :

∧
2 ⊕

∧
1 →

∧
2 ⊕

∧
1.

Here, the inner product on
∧

2 ⊕
∧

1 is

〈(u1, v1), (u2, v2)〉 = 〈u1, u2〉.

Definition 12.8 (Chow–Chu, MRL 1995). Let (Mn, gt) be a Ricci flow on
t ∈ I, and take M̃ = I ×M . Define g̃ab on M̃ by

g̃ij(t,p) = gijp (t), g̃0j = g̃i0 = g̃00 = 0.

(We are going to denote the t component by 0, and 1 ≤ i, j, . . . ≤ n and
0 ≤ a, b, . . . ≤ n.) We can define a connection on TM̃ by

Akij = Γkij , Aki0 = Ak0i = −Rik, Ak00 = −1

2
∇kR, A0

00 = − 1

2t
,

and all other components zero. Let us write ∇̃∂a∂b = Acab∂c.

Lemma 12.9. ∇̃g̃ = 0.

Proof. You can compute this. You are going to need Akij = Γkij and Aki0 = Ak0i =

−Rik, and vanishing of some components.

We can formally define R̃m as a (3, 1)-tensor formally, and also define R̃ij
formally.

Proposition 12.10. We have

∂

∂t
g̃ab = 2g̃acg̃bdR̃cd

and
∂

∂t
Acab = −g̃cd(∇̃aR̃bd + ∇̃bR̃ad − ∇̃dR̃ab.

That is, g̃, ∇̃ formally satisfies the Ricci flow.

Proof. We can just compute

Ric =

(
1
2 (∂R∂t + R

t ) 1
2∇kR

1
2∇kR Rij

)
.

For W ∈
∧

1 and U ∈
∧

2 (considered as Ui
j), consider T = ( 0 W

−W U ). Then

g̃abR̃lbcdTa
cTl

d = Z(U,W ),

and Ric(v + ∂
∂t , v + ∂

∂t ) is the trance Harnack.
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12.2 Perelman’s construction

Definition 12.11 (Perelman, 2002). Let (Mn, gt) be a Ricci flow with t ∈ I ⊆
(−∞, 0). On M × I × SN , take the metric

gN =

g 0 0
0 R(g)− N

2t 0
0 0 tgSN

 .

Proposition 12.12. If f is a function constant on each {p} × {t} × SN , then

N∆f = ∆f −
[
1 +

N
t2 + 2∂R∂t
(R− N

2t )
2

]∂f
∂t

+
1

R− N
2t

∂2f

∂t2
+

1
2 〈∇R,∇f〉
R− N

2t

.

Note that limN→∞
N∆f = ∆f − ∂f

∂t and this is a meaningful limit since f

is constant on Sn fibers. So ∂f
∂t = ∆f on M is saying something like N∆f = 0

modulo 1
N . The first equation is parabolic while the second equation is elliptic.

Proposition 12.13. lim
n→∞

(−t)
N−1

2 N∆((−t)−
N−1

2 f) = ∆f+
∂f

∂t
−R. Here, this

∆ + ∂
∂t −R is the conjugate heat operator:∫∫ (∂f

∂t
−∆f

)
gdµtdt =

∫∫
f
(
−∂g
∂t
−∆g +Rg

)
dµtdt.

Let us write i, j, . . . for the M coordinates, and α, β, . . . for the SN coordi-
nates.

Lemma 12.14. lim
N→∞


NRijkl = Rijkl
NRi0kl = Pkli
NRi00l = Mil = 2Ri

pRpl
NRαβγδ = R

(SN )
αβγδ

and others goes to 0.

Lemma 12.15. N Ric =
1

R− N
2t

(−) +
1

2(R− N
2t )

2
(−).

Corollary 12.16. limN→∞
N Ric = 0.

As N →∞, the heat equation becomes something like the Laplace equation,
and the Ricci flow becomes Ric = 0. The moral is that a parabolic equation can
be thought of as an infinite-dimensional elliptic problem.

Theorem 12.17 (Bishop–Gromov volume comparison). Let (Mn, g) be com-
plete, and Ric ≥ (n− 1)kg, and let vk(R) be the volume of BR(x) in the simply
connected manifold of constant curvature k. Then for all p ∈M ,

volBR(p)

vk(R)

decreases as R increases.

Perelman’s idea is to use this.
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Recall that we had (M, gt) a Ricci flow with t ∈ I ⊂ (−∞, 0) and we defined

N g̃(p,q,t) =

gp tgSNq
Rp(g(t))− N

2t

 .

Then on M × SN × I, we had limN→∞Ric(N g̃) = 0.

13.1 Volumes in N g̃

Given a geodesic ball around (p, s, 0), the length of (γ(t), σ(t), t) is

length =

∫ 0

−T

√
|γ̇(t)|2g(t) + t2|σ̇(t)|2

gSN
+R− N

2tdt

=

∫ 0

−T

√
N

−2t

√
1− 2t

N
(R+ |γ̇(t)|2 + t|σ̇(t)|2)dt

≈
∫ 0

−T

√
N

−2t

(
1− t

N
(R+ |γ̇(t)|2 + t|σ̇(t)|2) +O(N−2)

)
dt

=
√

2NT +
1√
2N

∫ 0

−T

√
−t(R+ |γ̇(t)|2 + t|σ̇(t)|2)dt+O(N−3/2).

Now define

L(g, s′, T ) = inf

∫ 0

−T

√
t(· · · )dt

for all (γ(t), σ(t), t) from (p, s, 0) to (q, s′, T ).

If (q, s′, T ) is on the boundary of radius
√

2NT̄ , then we would get√
T̄ =

√
T +

1

2N
L(q, s′, T ) +O(N−2).

So as N →∞ the boundary almost looks like {T = T̄}. Then we can heuristi-
cally say that

vol(boundary) ≈
∫
M

vol(tRg
SN )dµg(T̄ )(p)

= CNN
N/2

∫
M

tN/2p dµg(T̄ )(p)

≈ CNNN/2

∫
M

(
√
T̄ − 1

2NL(p,−, tp) +O(N−2))N/2dµg(T̄ )(p).

for (p,−, tp) on the boundary. On the other hand, we have

vol(boundary of B√
2NT̄

in Rn+N+1) = (2NT̄ )
n+N

2 Cn+N .
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So by the Bishop–Gromov comparison, we will get

vol(boundary)

vol(boudary ⊆ Rn+N+1
≈ CN

∫
M

T̄−n/2 exp
(−L(q,−, T̄ )

2
√
T̄

)
dµg(T̄ ).

So let us actually make the definitions.

Definition 13.1. Let (M, gτ ) be a backwards Ricci flow (∂gτ∂τ = 2 Ric) for
τ ∈ [0, T ). For γ : [τ1, τ2]→M , define length

L(γ) =

∫ τ2

τ1

√
τ(Rg(τ)(γ(τ)) + |γ̇(τ)|2g(τ))dτ.

Definition 13.2. In the same context, fix p ∈ M . Define L : M × [0, T ) → R
by L(g, τ) = inf L(γ) over all γ : [0, τ ]→M from p to q.

Also define

`(q, τ) =
L(q, τ)

2
√
τ
, V (τ) =

∫
M

1

(4πτ)n/2
e−`(q,τ)dµg(τ)(q).

Theorem 13.3 (Perelman, 2002). If (M, gτ ) is a backwards Ricci flow, with M
compact or complete with bounded curvature, then V (τ) is nonincreasing in τ .

13.2 Perelman’s Li–Yau inequality

Let (M, gτ ) be a backwards Ricci flow. Define

E(f) = 2∆f − |∇f |2 +R+
f

τ
− n

τ

for f ∈ C∞(M), and denote

Φ =
1

(4πτ)n/2
e−fdµg(τ).

Proposition 13.4 (Li–Yau type). If ∂
∂τΦ = ∆Φ then

∂

∂τ
(τE(f)Φ) = ∆(τE(f)Φ)− 2τ

∣∣∣Ricg(τ) + Hessg(τ) f − g

2τ

∣∣∣2Φ.

Proof. Exercise.

Corollary 13.5. If τ1 ≤ τ2 and E(f) ≤ 0 at t ≤ τ1 and ∂Φ
∂τ = ∆Φ, then

E(f) ≤ 0 at t = τ2.

Proof. This is the maximal principle.
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If E(f) ≤ 0, then we can subtract 1
2E(f) off of the previous identity. Then

we have
∂f

∂τ
≤ −1

2
|∇f |2 +

R

2
− f

2τ
.

Then if we integrate along γ(τ), we have

d

dτ
f(γ(τ), τ) =

∂f

∂τ
+∇f · dγ

dτ

and so

d

dτ
(2
√
τf(γ(τ), τ)) ≤

(
2∇f · dγ

dt
− |∇f |2 +R

)√
τ

=
(
−
∣∣∣∇f − dγ

dt

∣∣∣2 +
∣∣∣dγ
dt

∣∣∣2 +R
)√

τ .

Corollary 13.6. With the same setup, for any γ : [τ1, τ2]→M from p1 to p2,

2
√
τ2f(p2, τ2)− 2

√
τ1f(p1, τ1) ≤

∫ τ2

τ1

√
τ(R(γ(τ)) + |γ̇(τ)|2g(τ))dτ.

Note that L was motivated as length in the space whose Rm recovered
Hamilton’s Harnack expression. Also, L is the Li–Yau distance for its own
Li–Yau inequality.

By the “standard theory” for parabolic equations, for any Q ∈ M there
exists a unique solution to ∂Φ

∂τ = ∆Φ such that Φ(τ) → δQ as τ → 0. This is
called the “fundamental solution”.

Theorem 13.7. Let q ∈ M and Φq be the fundamental solution based at q.
Then the corresponding fq has E(fq) ≤ 0.

Proof. See Lei Ni’s paper in Comm. Anal. Geom. 2016.

Corollary 13.8. fq(p, τ) ≤ `(p, τ) for ` defined relative to q.

Theorem 13.9 (Li–Yau, 1986). Let (Mn, g) be complete with Ric ≥ 0. For q ∈
C2(M), assume that ∆q ≤ θ. The fundamental solution H of ( ∂∂t−∆+q)(u) = 0
has

H(x, y, t) ≥ 1

(4πt)n/2
exp
(
−t
√
nθ

2
− ρ(x, y, t)

)
,

where

ρ(x, y, t) = inf
γ

( 1

4t

∫ 1

0

|γ̇|+ t

∫ 1

0

q(γ(s))ds
)

is the infimum over all γ : [0, 1]→M from x to y.

Proof. The idea is to redo Riemannian geometry for ρ. The first variational
formula gives a geodesic equation

∇XX = 2t2∇q.
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Along a geodesic, we are going to have

d

dt
|γ̇|2 = 2〈∇γ̇ γ̇, γ̇〉 = 2t2〈γ̇,∇q〉

and so |γ̇(s)|2 − 4t2q(γ(s)) is constant in s. If we pick a path σ(τ) through y
and minimizing geodesics γ′τ from x to σ(τ), then we get

∇Y ρ(x, y, t) =
γ̇(1)

2t
.

If we take derivative with t, we also get

∂

∂t
ρ(x, y, t) = − 1

4t2
|γ̇(1)|2 + q(y).

In particular,
∂ρ

∂t
+ |∇yρ|2 = q(y).

If we look at the second variation formula, we get

∂2ρ

∂t2
=

1

2t

(∫ 1

0

〈R(x, v)x, v〉+ 〈∇vv, x〉|0 +

∫ 1

0

|∇xv|2
)

+ t

∫ 1

0

Hess q(v, v)dt

for v the variation field. The index form I(v, v) is going to be the same thing
without 〈∇vv, x〉|0. The Jacobi field equation is

∇v∇xx = 2t2∇v(∇q).

Also, you can compute the Hessian as

Hessy ρ(x,y,t)(v, v) = I(ṽ, ṽ),

for ṽ Jacobi fields along the minimal geodesic ṽ(0) = 0 and ṽ(1) = vy. There is
also going to be an index form lemma I(v, v) ≤ I(w,w) for all vector fields v, w
along a minimal geodesic, with v(0) = w(0) and v(1) = w(1) with v a Jacobi
field.

If e1, . . . , en are orthonormal at γ(1), we can extend it along γ by parallel
transport. If we write wi(s) = sαei(s), then

∆yρ(x, y, t) ≤
n∑
i=1

I(wi, wi) =
1

2t

(∫ 1

0

−s2α Ric(x, x) +

∫ 1

0

nα2s2α−2

)
+ t

∫ 1

0

s2α∆q

≤ nα2

2t(2α− 1)
+

θt

2α+ 1
.

Choosing α to minimize the right hand side, we get

∆yρ(x, y, t) ≤ n

2t
+

√
nθ

2
.

Now we compute( ∂
∂t
−∆+q

)[ 1

(4πt)n/2
exp
(
−t
√
nθ

2
−ρ
)]

= − exp(−)

(4πt)n/2

(
−∆ρ+

n

2t
+

√
nθ

2
+|∇ρ|2−q+ρt

)
≤ 0.

Then we can use the maximal principle.
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Let (M, gt) be a backwards Ricci flow with τ ∈ [0, T ). For γ : [τ1, τ2]→M , we
defined

L[γ] =

∫ τ2

τ1

√
τ(R

g(τ)
(γ(τ)) + |γ̇(τ)|2g(τ))dτ.

For fixed p ∈M , we had L : M × [0, T )→ R by

L(q, τ) = inf L[γ].

over all paths γ : [0, τ ] → M from p to q. Then we define reduced length and
volume as

`(q, τ) =
L(q, τ)

2
√
τ
, V (τ) =

∫
M

1

(4πτ)n/2
e−`(−,τ)dµg(τ).

14.1 Perelman’s monotonicity

Theorem 14.1 (Perelman, §9). Let Φ be the fundamental solution of ∂Φ
∂τ = ∆Φ.

Let us write

Φ =
1

(4πτ)n/2
e−fdµg(τ).

Then

f(p2, τ2) ≤ f(p1, τ2) +
L(γ)

2
√
τ2

for all τ1 < τ2 and any [τ1, τ2]→M from p1 to p2.

Theorem 14.2 (Perelman, §7). V (τ) is nonincreasing in τ , if M is compact
or gτ is complete with bounded curvature.

To show this, we need to understand the integrand changes in τ .

Definition 14.3. Define L exp(τ) : TpM → M is the map v 7→ γ(τ) where
γ : [0, T ]→M is the L-geodesic with limτ→0

√
τ γ̇(τ) = v.

If we change variables to s =
√
τ , then we can write

L [γ] = 2

∫ s2

s1

1

4

∣∣∣dγ
ds

∣∣∣2 + s2R(γ(s))ds

with Euler–Lagrange equation

∇X̂X̂ − 2s2∇R+ 4sRic(X̂,−) = 0

where X̂ = dγ
ds = 2sX.

Pulling everything into TpM , we get

V (τ) =

∫
TpM

τ−n/2 exp(`(L expv(τ), τ))J(v, τ)χτ (v)dτ

where J(v, τ) = det d(L(exp(τ)))v is the change of variables foctor, and χτ is
the characteristic function to make L exp a diffeomorphism.
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Proposition 14.4. The integrand is pointwise nonincreasing.

Proof. For x1, . . . , xn ∈ TpM linearly independent, we have

τ 7→ L expr+sxi(τ)

a L-geodesic for any s. Then Yi(τ) = (L expv(τ))(xi) is the L-Jacobi field. Then

J(x, τ)2 =
det〈Yi, Yj〉(τ)

det〈vi, vj〉

and we can compute

d

dτ
log J(v, τ) =

1

2

d

dτ
log J2 =

1

2

d
dτ (J2)

J2
=

1

2
tr
(
S−1 dS

dτ

)
where Sij = 〈Yi, Yj〉. For some τ , we choose x1, xn such that Sij(τ) = In. Then

d

dτ

∣∣∣
τ=τ

J =
1

2

n∑
i=1

d|Yi|2

dτ

∣∣∣
τ=τ

.

For any i, we have

d|Yi|2

dτ
= 2 Ric(Yi, Yi) + 2〈∇XYi, Yi〉 ≤

1

τ
− 1√

τ

∫ τ

0

√
τH(X, ei)dτ

by the Hessian comparison of the handout. Here, ei is the extension ∇ei =
−Ric(ei,−) + 1

2τ ei. Then we get

d

dτ

∣∣∣
τ=τ

log J ≤ n

2τ
− 1

τ3/2

∫ τ

0

τ3/2H(x)dτ.

On the other hand, we have

d`

dτ

∣∣∣
τ=τ

= −2

τ
`+

1

2
(R(x(τ)) + |γ̇(τ)|2).

We combine this with the equation

d

dτ
(R+ |X|2) = −H(X)− 1

τ
(R+ |X|2)

in the handout. Then we get

R+ |X|2 =
1

2τ3/2
L(γ(τ), τ)− 1

τ3/2

∫ τ

0

τ3/2H(x)dτ.

If we add them all together, we get that d
dτ of the log of the integrand is

nonpositive.

Let us look at a corollary.
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Definition 14.5. A Ricci flow gt on t ∈ [0, T ) is κ-noncollapsed on scale ρ
if for all r < ρ, if (x0, t0) has t0 ≥ r2 and we have control |Rm(x, t)| < 1

r2 on
x ∈ Br(x0) relative to g0 and t ∈ [t0 − r2, t0], then

volg(t0)Bg(t0)
r (x0) ≥ κrn.

Theorem 14.6 (Perelman). Consider ρ,K, c constants. Let (Mn, gt) be a Ricci
flow on [0, T ) for T < ∞. Suppose |Rm| is uniformly bounded on any com-
pact [0, T ′], and also supposed that g0 has |Rm| ≤ K and injectivity radius
inj g• ≥ c. Then the Ricci flow is κ-noncollapsed on the scale of ρ, where
κ = κ(ρ,K, c, n, T ) > 0.

Because I have more time, let me talk about the Cheeger–Gromoll theorem.

Theorem 14.7 (Cheeger–Gromoll, JDG 1972). Let (M, g) be complete and
Ric ≥ 0. If there exists a line, then M = M̃ × R isometrically.

Definition 14.8. A curve γ : R → M is a line if γ|[t1,t2] is a minimizing
geodesic for all t1, t2.

Proof. Let us define Bt(x) = d(x, γ(t)) − t and B+(x) = limt→∞Bt(x). These
will give level sets orthogonal to the geodesics.
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Recall that we had (M, gτ ) a backwards Ricci flow, and for γ : [τ1, τ2] → M
defined length

L[γ] =

∫ τ2

τ1

√
τ(Rg(τ)(γ(τ)) + |γ̇(τ)|2g(τ))dτ

and for fixed p ∈M distance L(q, τ) = inf L[γ] over γ : [0, τ ]→M from p to q.

We defined `(q, τ) = L(q,τ)
2
√
τ

and “reduced volume”

V (τ) =
1

(4πτ)n/2

∫
M

e−`(q,τ)dµg(τ)(q).

Theorem 15.1. V (τ) decreases as τ increases.

Also recall the technical geodesic statements

1.
∂L

∂τ
(q, τ) =

√
τ(Rg(τ) − |χ(τ)|2g(τ)) for γ : [0, τ ] → M the minimal L-

geodesic from p to q.

2. The Laplacian comparison theorem:

∆g(τ)L(q, τ) ≤ n√
τ
− 2
√
τRg(τ)(q)− 1

τ

∫ T

0

τ̄3/2H(x)dτ̄

where H(X) is Hamilton’s trace Harnack.

We also have

d

dτ
(R+ |X|2) = −H(X)− 1

τ
(R+ |X|2).

If we multiply by τ3/2 and integrate, we get

τ3/2(R+ |X|2) = −
∫ τ

0

τ̄3/2H(x)dτ̄ +
L(q, τ)

2
.

Plugging this in the ∂L
∂τ computation, and then adding to the Laplacian com-

parison, we get
∂L

∂τ
+ ∆L ≤ n√

τ
− L

2τ
.

We can change variables from L to `, and the rearrange:

∂

∂τ

(
τ`(q, τ)− nτ

2

)
+ ∆

(
τ`(q, τ)− nτ

2

)
≤ 0.

Now we are in a situation where we can apply the maximal principle. Then
we get that

min
q∈M

(
τ`(q, τ)− nτ

2

)
decreases as τ increases to 0.

Corollary 15.2. minq∈M `(q, τ) ≤ n
2 for all τ .
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15.1 Noncollapsing

Let (M, gt) be a compact Ricci flow, and take

Ω = Bg(t
′)

r (p)× [t′ − r2, t′].

We do the L-geometry with τ = t′−t with p as basepoint. Consider the following
two statements:

Proposition 15.3. 1. V (τ = t′)� 0.

2. If |Rm| ≤ r−2 on ω and if volg(t
′)B

g(t′)
r (p) � rn then V (τ = ε) � 1

contradicts V decreasing as τ increases.

Proof. (1) Roughly this means that e−` is bounded away from zero, which means
that ` is bounded above. Fix some t̄ < t′. By the corollary above, there exists
q ∈M such that `(q, t̄) ≤ n

2 . For any Q ∈M , define γQ : [0, t′]→M from p to
Q as

γQ =

{
min L-geodesic p→ q τ ∈ [0, t̄],

min g(t = 0)-geodesic q → Q τ ∈ [t̄, t′].

Then we have control on both parts, and we get

L[γQ] =

∫ t′

0

[. . .] ≤ n
√
t̄+

∫ t′

t̄

[. . .] ≤ C

because the geometry on τ ∈ [t̄, t′] is uniformly bounded on the compact interval
t ∈ [0, t′ − t̄].

(2) This is more technical. The control on |Rm| implies, by the Shi es-
timates, control on |∇Rm|. Then a L-geodesic γ : [0, τ ] → M from p with
limτ→0

√
τ γ̇(τ) = v and |v| ≤ 1

4j r√
ε

has γ(ε) ⊆ Bt=t′r (p).

Now we can split the integral of the reduced volume to the two regions

V (τ) =

∫
M

· · · dµg(τ) =

∫
TpM

(· · · )J(v, τ)χdv =

∫
|v|≤ 1

4
r√
ε

+

∫
|v|≥ 1

4
r√
ε

.

The first term is∫
|v|≤ 1

4
r√
ε

≤
∫
Bt=t′r (p)

1

(4πε)n/2
e−`(q,ε)dµg(t=t

′−ε).

Here, we can estimate ` by

L(q, ε) =

∫ ε

0

√
τ(R+ |X|2)dτ ≥ −

∫ ε

0

√
τn(n− 1)r−2dτ = −cnr−2e3/2

and so `(q, ε) ≥ −cnr−2ε. Plugging this in, we get∫
|v|≤ 1

4
r√
ε

≤ cn
ε3/2

ecnr
−2ε vol(Bt=t

′

r (p) rel. to g(t = t′ − ε)).
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This volume is almost going to be equal to vol(Bt=t
′

r (p) rel. g(t = t′)).
Now for the other term, we can integrate monotonicity and get∫

|v|≥ 1
4
r√
ε

(· · · )J(v, τ)|τ=εχdv ≤
∫
|v|≥ 1

4
r√
ε

(· · · )J(v, τ)|τ=0dv =
1

(4π)n/2

∫
|v|≥ 1

4
r√
ε

e−|v|
2

dv ≤ εn/2

rn
.

If we take ε = (vol(B)
rn )1/nr2 then vol

εn/2
=
√

vol
rn � 1 and also εn/2

rn =
√

vol
rn �

1.

Theorem 15.4. Let (M, gt) be a compact Ricci flow for t ∈ [0, T ). Then there

exist k, ρ0 such that for all Ω = B
g(t′)
r (p)×[t′−r2, t′] with r < ρ0 and |Rm| ≤ r−2

on Ω then
volt=t′ B

t=t′

r (p, t′) ≥ krn.

This means that (M, gt) is k-noncollapsed on scale ρ0.

15.2 κ-solutions

The four key Ricci flow estimates are:

1. Hamilton–Ivey: on a 3-manifold the scalar curvature is large compared to
the most negative eigenvalue of Rm :

∧
2 →

∧
2.

2. Hamiton’s Harnack: if (Mn, gt) is a Ricci flow with Rm :
∧

2 →
∧

2 is
nonnegative, then

∂R

∂t
+
R

t
+ 2∇vR+ 2 Ric(v, v) ≥ 0

for all v ∈ TM .

3. Shi estimates: there exist θ, Ck, depending on n such that if a Ricci flow
is on [0, θ

Rm ] and |Rm| ≤M on Bg(0)(p, r) then

|∇kRm(p, t)|2 ≤ CkM2
( 1

r2k
+

1

tk
+Mk

)
.

4. Perelman’s noncollapsing.

Finite-time Ricci flow singularity and rescalings and compactness suggest
the following.

Definition 15.5. A “κ-solution” is a Ricci flow (Mn, gt) on t ∈ (−∞, 1)
such that each gt is complete with bounded curvature and Rm :

∧
2 →

∧
2 is

nonnegative, such that (M, gt) is κ-noncollapsed on all scales.

Theorem 15.6. If (M, gt) is a non-flat κ-solution, then there exist pk, tk →
−∞ such that

gk(t) = − 1

tk
g(tk − tkt)

for t ∈ (−∞, 0) converges smoothly to a non-flat gradient shrinking soliton.
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Definition 15.7. (M, g) is a gradient-shrinking soliton if there exist f ∈
C∞(M) and a constant λ > 0 such that Ric(g) + Hess f = λg.

If (M, g, f) is a gradient-shrinking soliton, let ϕt be the 1-parameter family
of diffeomorphisms generated by ∇f . Then (1− λt)ϕ∗t g is a Ricci flow.

Theorem 15.8 (Hamilton). If (M2, g) is a complete gradient-shrinking soliton,
then (M2, g) is either S2 is the standard metric or RP 2 with the standard metric.

Theorem 15.9 (Perelman). Let (M3, g) be a complete gradient-shrinking soli-
ton. Suppose |Rm| is uniformly bounded with sec ≥ 0. Also assume κ-noncollapsed
on all scales. Then (M3, g) is either (S3, gstan) or S3/G for some G ∈ SO(4),
or (S2 × R, gstan) or its Z/2-quotient.

Theorem 15.10 (Perelman). If gk is a sequence of 3-dimensional κ-solutions,
with pk ∈ M so that R(pk, 0) = 1, there exists a convergent subsequence to
κ-solutions.

This is some kind of a compactness of κ-solutions modulo scaling.
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16.1 Estimates on solitons

Definition 16.1. Recall that (M, g, f) is a gradient-shrinking Ricci soli-
ton if (M, g) is a Riemannian manifold with f ∈ C∞(M) such that Ric(g) +
Hessg f = 1

2g.

To do some analysis with this, we need some computations. Taking the trace
first gives

R+ ∆f =
n

2
.

Then if we take ∇i and commute order, we get

∇iRjk −∇jRik −Rijkl∇lf = 0.

Taking the jk-trace gives
1

2
∇iR = Ril∇lf.

We can also write this as ∇i(Rije−f ) = 0. So we get

1

2
∇i(R+ |∇f |2) = Ril∇lf +∇i∇lf∇lf =

1

2
∇if,

so R + |∇f |2 − f is a constant. Then we can add a constant to f to make the
right hand side 0.

Theorem 16.2 (Cao–Zhou, JDG 2010). Suppose that R ≥ 0. Then after fixing
p ∈M , we have

1

4
(d(x, p)− c)2 ≤ f(x) ≤ 1

4
(d(x, p) + c)2

and volBr(p) ≤ Crn for r > 0.

Note that a basic example if (Mn, g) = (Rn, δ) and f(x) = 1
4 |x|

2.

Proof. Because |f |2 = f − R ≤ f , we have |∇
√
f | ≤ 1

2 and we already have
the upper bound on f . For the lower bound for f , take a minimizing geodesic
from p to q, and take the variation fields ϕei , orthonormal along γ, parallely
transported. Then second variation gives∫ L

0

ϕ2 Ric(X,X) ≤ (n− 1)

∫ L

1

|ϕ̇|2.

If we chose ϕ to be a function with 0 ≤ ϕ ≤ 1 with ϕ(0) = ϕ(L) = 0 and
ϕ|[1,L−1] = 1, and linearly interpolating in between, then∫ L

0

Ric(X,X)ds ≤ (n− 1)

∫ L

0

(ϕ̇)2 + max
B1(p)

|Ric|+ max
B1(q)

|Ric|.
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On the other hand,∫ L

0

Ric(X,X)ds =
0

L

1

2
−∇X∇Xfds =

L

2
− (f◦(L)− f◦(0)).

But we don’t have control on the Ricci. So instead, we consider

L− 2

2
− (f◦(L− 1)− f◦(1)) =

∫ L−1

1

Ric(X,X) =

∫ L−1

1

ϕ2 Ric(X,X)

= 2(n− 1)−
∫ 1

0

[· · · ]−
∫ L

L−1

[· · · ].

The second term is bounded by maxB1(p)|Ric|. Integration by parts will give∫ L

L−1

ϕ2 Ric(X,X) =

∫ L

L−1

1

2
ϕ2−

∫ L

L−1

ϕ2∇X∇Xf =
1

6
−f◦(L−1)−2

∫ L

L−1

ϕ∇Xf.

So substituting gives

2

∫ L

L−1

ϕf◦ ≥ L

2
− 2n+

7

6
+ f◦(1)− max

B1(p)
|Ric|.

The upper bound on f gives |f◦| ≤
√
f ≤

√
f(q) + 1

2 . So the left hand side

bounded above by
√
f(q) + 1

2 .
For the volume estimation, consider the “distance” ρ = 2

√
f and Dr = {ρ <

r}. Also consider Vr = vol(Dr) and χr =
∫
Dr
R. Then we ahve

Vr =

∫ r

0

∫
∂Ds

1

|∇ρ|
, χr =

∫ r

0

∫
∂Dr

R

|∇ϕ|
.

Then we have

dVr
dr

=
r

2

∫
∂Dr

1

|∇f |
,

dχr
dr

=
r

2

∫
∂Dr

R

|∇f |
.

Because we have R+ ∆f = n
2 , we have

nVr − 2χR = 2

∫
Dr

∆f = 2

∫
Dr

|∇f | = rVr −
4

r
χr.

If we integrate this, we get

Vr
rn
− Vr0

rn0
≤ 4(χr − χr0)

rn+2
+

2χr0
n

( 1

rn
− 1

rn0

)
≤ 4χr
rn+2

≤ 2nVr
rn+2

if we use r0 =
√

2n+ 2. So Vr/r
n ≤ C(r0, n).
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Theorem 16.3 (Munteanu–Sesum). If R ≥ 0, then∫
M

|Ric|2e−λf <∞

for all λ > 0. (Here, e−λf looks like some Gaussian.)

Proof. If we consider a large bump function ϕ, we have∫
M

|Ric|2e−λfϕ2 =
1

2

∫
Re−λfϕ2+(1−λ)

∫
M

Ric(∇f,∇f)e−λfϕ2+

∫
M

Ric(∇f,∇(ϕ2))e−λfϕ2.

The first term can be taken care of using R = f − |∇f |2 ≤ f . For the second
term, we use

≤ 1

4

∫
|Ric|2e−λfϕ2 + (1− λ)2

∫
|∇f |4e−λfϕ2.

The former is absorbed, and the latter is |∇f |2 = f − R ≤ f . For the third
term we do the same thing

≤ 1

4

∫
|Ric|2e−λfϕ2 + 4

∫
|∇f |2e−λf |∇ϕ|2.

So we get the estimate.

Theorem 16.4 (Muntaeanu–Sesmum). If R ≥ 0 and

Rijkl∇lf =
1

n− 1
(Rilgjk −Rjlgik)∇lf,

then
∫
M
|∇Ric|2e−f =

∫
M
|divRm|2e−f and both are finite.

Proof. We contract the second Bianchi identity, and then get

(divRm)ijk −∇iRjk +∇jRik = 0.

Now if we plug in the soliton for Rjk and Rik, then we get

(divRm)ijk = Rijkl∇lf.

So |divRm|2 ≤ Cn|Ric|2|∇f |2e−f . Integrability comes from this estimate |∇f |2 =
f −R ≤ f ≤ Cef/10. For equality, we note that∫
M

|∇Ric|2e−fϕ2−
∫
|divRm|2e−fϕ2 =

∫
2RijklR

il∇kfe−f∇l(ϕ2)−
∫
∇kRijRije−f∇k(ϕ2)

goes to 0 where ϕ is a cutoff.

Theorem 16.5. If dim ≥ 4 and R ≥ 0, then divW = 0 if and only if (M, g)
is a finite quotient of N × Rk for some Einstein N with f = 1

4 |x|
2 on the Rk

factor.
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Here, recall that the Weyl tensor is

W = Rm− Ric(∧)g

n− 2
− R

(n− 1)(n− 2)
g(∧)g.

Proof. If divW = 0, then we have

∇iRjk −∇jRik =
gjk∇iR− gik∇jR

2(n− 1)
.

If we put the soliton equation for Ric, and use 1
2∇iR = Ri

j∇jf on the right
hand side, then we get the assumption from the previous theorem. Now we get∫

|divRm|2e−f =

∫
|∇Ric|2e−f

where |divRm|2 = |∇R|2
2(n−1) and |∇Ric|2 ≥ |∇R|

2

n . This shows that R is constant,

and because 1
2∇iR = Ri

j∇jf , we get Ric(∇f,−) = 0. So Rm(−,−,−,∇f) = 0.
Then we can use the next proposition.

Proposition 16.6 (Petersen–Wylie 2009). If R is constant and Rm(∇f,X,X,∇f) =
0, then we get the conclusion.

Proof. We have

0 = ∇jf(−Rijkl∇lf) = (∇i∇j∇kf −∇j∇i∇kf)∇jf.

Here, this is

∇i∇j∇kf∇jf = −∇iRjk∇jf = Rjk∇i∇jf =
(1

2
gjk −∇j∇kf

)
∇i∇jf.

So we get

∇∇f∇i∇kf =
(1

2
gjk −∇j∇kf

)
∇i∇jf.

Recall that R + |∇f |2 − f is constant. If we renormalize f so that the
constnat is R, then f = |∇f |2. Then N = f−1(0) is the minimal points of f . If
we plug in this in that formula above, we see that the eigenvalues of ∇2f are
0 or 1

2 on N . So all eigenvalues are ≥ 0, and so f is convex. That is, N is the
minimal points is a totally convex subset. Moreover, the multiplicities should
be constant on N , and so ∇2f has constant rank on N . This shows that N is
a submanifold, and the tangent spaces are ker∇2f .

Theorem 16.7 (Chen, JDG 2009). Any complete ancient Ricci flow has R ≥ 0.
In 3-dimensions, sec ≥ 0.
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Theorem 17.1 (Munteanu–Sesum). Let (M, g, f) be a complete gradient-shrinking
soliton, and if dim ≥ 4, then divW = 0 if and only if (M, g) = N × Rk for N
Einstein with f = 1

4 |x|
2 on Rk.

For dim = 2, both sides are automatically true. For dim = 3, the left hand
side still automatically works but the right hand side works if and only if (M, g)
is locally conformally flat.

17.1 2-dimensional solitons

In dim = 2, the soliton equation becomes

2 Hess(f) = (1−R)g.

Theorem 17.2 (Hamilton). The only 2-dimensional complete gradient-shrinking
soliton is the round S2 with f = 0 and the flat R2 with f(x) = 1

4 |x|
2.

Proof. The proof goes like this.

1. (Chen, JDG 2009) A complete gradient-shrinking soliton has R ≥ 0.

2. (Ni, 2005) If a complete gradient-shrinking soliton has Ric ≥ 0, then
(M, g) is either flat or inf R > 0.

3. (Cheeger–Colding, 1996) For a compact soliton equation in dim = 2, it is
rotationally symmetric on S2.

4. (Chen–Lu–Tian, 2006) If a soliton is rotationally symmetric on S2, then
it is a round metric with f = 0.

For 4, we have g = dr2 + h(r)2dθ2 on r ∈ (0, 1) and θ ∈ (0, 2π). Then
h(0) = h(1) = 0 and h′(0) = 1 and h′(1) = −1. If we put this into the soliton
equation, we get

−h
′′

h
= 1 + f ′′, −h

′′

h
= 1 +

h′f ′

h
.

Then you get f ′ = (const)h. Then if we put this in an integrate, then

− (h′)2

2

∣∣∣1
0

=
h2

2

∣∣∣1
0

+ (const)

∫ 1

0

h(h′)2.

Then the constant has to be 0 by the boundary condition, and then f ′ = 0 and
f ′′ = 0. So −h′′ = h and so we get h = sin.

For 3, we claim the following. On (Mn, g), if there exist functions f, k such
that Hess f = κg, then g = dr2+h(r)2g0 for some g0 and h(r). For globality, this
is iffy, so we are instead going to follow Chen–Lu–Tian. Let J : TpΣ

2 → TpΣ
2

be the 90◦ rotation. Then J∇f is a Killing field, because you can compute

(∇(Jdf))(X,Y ) =
1

2
(1−R)dµ(X,Y ).



Math 230br Notes 62

Then because Σ is compact, there exists a p such that ∇f(p) = 0, and J∇f
generates a 1-parameter of isometries ϕt : Σ → Σ. Because dim = 2, there
exists a t > 0 such that dϕt(p) = dϕ0|p. Then the isometry is determined by
ϕ|p, so ϕt = ϕ0. That is, we get an isometric S1-action.

For 2, take a minimal geodesic from p to q of length L. We use the same
thing from last time,∫ L−r

0

Ric(X,X) ≤ C(M)+
n− 1

r
−
∫ L

L−r

(L− s
r

)2

Ric(X,X)ds ≤ C(M)+
n− 1

r
.

Then if L > A(M) and R(q) ≤ 1, you will be able to show∫ L

0

Ric(X,X) ≤ L

4
+ C(M).

To see this, we use |∇f |2 ≤ λd2. Then ∇iR = 2Rij∇jf shows that |∇R|2 ≤
4λd2R2. Integrating |∇ logR| ≤ 2

√
λd along the geodesic,

R(γ(s)) ≤ R(γ(L)) exp(2
√
λL(L− s))

for s ≤ L. Then∫ L

L−r
Ric(X,X) ≤

∫ L

L−r
R ≤ R(γ(L))r exp(2

√
λLr) ≤ r exp(2

√
λLr).

If you chose A(M) = 20(n− 1) and r = 10(n− 1)/L, and if you add this to the
equation above, we get the result.

By the soliton equation, we get

〈∇f,X〉|Ls=0 =
1

2
L−

∫ L

0

Ric(X,X) ≥ L

4
+ C(M).

Now take σ(η) the integral curve of ∇f at q. Along this curve,

dR

dη
= 〈∇R,∇f〉 = 2 Ric(∇f,∇f) ≥ 0,

so R increases, and as long as d(p, σ(η)) > A(M) and d(p, σ(η)) ≥ 8(C(M) +
|∇f |(p)),

d

dη
d(p, σ(η)) = 〈X,∇f〉(q) ≥ L

4
−C(M)− 〈∇f,X〉|s=0 ≥

L

4
−C(M)− |∇f |(p)

and so d(p, σ(η)) also increases. Follow σ backwards until either d(p, σ(η)) =
A(M) or 8(C(M) + |∇f |(p)). In this compact region, R(q) is bounded above
0.
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17.2 3-dimensional solitons

Theorem 17.3 (‘Perelman’). Then only complete gradient–shrinking solitons
in dim = 3 are

• round S3 with f = 0,

• round S2 × R with f(p, x) = 1
4x

2,

• flat R3 with f(x) = 1
4 |x|

2,

or finite isometric quotients.

Proof. Here are the steps.

1. (Chen 2009) Any complete gradient-shrinking soliton in dim 3 has sec ≥ 0.

2. (Ni–Wallach, 2008) In this case, we have the result.

For 2, we are using the following Hamilton’s 1982 computation:( ∂
∂t
−∆

) |Ric|2

R2
= − 2

R4
|R∇kRij −Rij∇kR|2 −

P

R3
+
∣∣∣∇|Ric|2

R2
,∇ logR2

∣∣∣
where

P =
1

2
((µ+ ν − λ)2(ν − λ)2 + (ν + µ− λ)2(µ− λ)2 + (λ+ ν − µ)2(ν − µ)2)

for λ, µ, ν eigenvalues of Ric. We multiply the equation by |Ric|2e−f , and in-
tegrate by parts. (To justify this, we observe that R and Ric grows at most
quadratically, and then using the local Shi estimates, |∇kRm| grows at most
(1 + r)k+2, while f grows at least quadratically. Also, inf R > 0.) Then we get

0 = −
∫ ∣∣∣∇|Ric|2

R2

∣∣∣2R2e−f −
∫

2|Ric|2

R4
|R∇kRij −Rij∇kR|2 −

∫
P

R3
|Ric|2e−f .

So we get vanishing of all the integrands. If we assume sec > 0, then

R∇kRij = Rij∇kR

for all i, j, k. Then for i 6= j, we have R∇kRij = 0, so ∇kRij = 0. The Bianchi
identity tells us that Rkk = 1

2R, so R = 3
2R. So ∇Ric = 0, so (M, g) is a locally

symmetric space. These are classified.

Note that for higher dimensions, there are nontrivial examples. For instance
(Feldman–Imanen–Knopf) there exists a gradient-shrinking soliton on C2 blown
up at a point, that does not have Ric ≥ 0.

Theorem 17.4 (Naber). For a 4-dimensional complete gradient-shrinking so-
lution, if Rm ≥ 0 and is bounded, then these are R4 or S3 × R or S2 × R2.



Math 230br Notes 64

18 April 3, 2018

Let’s recall the main discussion after digression. Recall that a κ-solution is a
complete Ricci flow gt on t ∈ (−∞, 1) with |Rm| bounded, Rm :

∧
2 →

∧
2 is

nonnnegative, and κ-noncollapsed on all scales. Also recall that κ-noncollapsed
on all scales means that if |Rm| ≤ 1

r2 on Bt0r (p)× [t0−r2, t0] then volt0 Bt0r (p) ≥
κrn. This implies that if |Rm| ≤ κ on Ω ⊆M × (−∞, 1 then volt0 Bt0r (p) ≥ κrn
for all r, p such that r ≤ 1/

√
κ and Bt0r (p)× [t0 − r2, t0] ⊆ Ω.

18.1 Limit of a κ-solution

The imprecise idea is that a κ-solution is supposed to be a blowup limit of a
finite-time singularity of a Ricci flow on the compact manifold. This could be
topologically/geometrically complicated.

Theorem 18.1. Let (M, gt) be a κ-solution. Then there exists a sequence of
points qλ such that the rescaled manifolds (M, 1

λg(λt), qλ) smooth convergence to
(M∞, g∞(t), g∞) subsequentially, and the limit is a complete gradient shrinking
soliton.

Recall that a gradient-shrinking solution is the same thing as an ancient Ricci
flow such that there is a 1-parameter family ϕt : M∞ →M∞ of diffeomorphisms
such that g(t) = (−t)ϕ∗t g(−1). Here, ϕt is generated by ∇g(−1)f for some
f : M∞ → R. Then this is equivalent to the original condition

Ric + Hess(f) =
1

2
g

for g = g(−1).

Proof. We first want to construct (M∞, g∞(t)). Here, we use Hamilton’s com-
pactness theorem. To apply this, we need on compact subsets, upper bounds on
|Rm|, and injectivity radii bounded below from 1. We are going to recognize f
as the limit of reduced length functions. Then we need Arzela–Ascoli for l and
∇l.

Let the basepoint for l be (p, 0). Let qλ such that `(qλ, λ) ≤ n
2 . (Here, recall

that inf `(−, τ) ≤ n
2 for all τ .) Recall that

∂`

∂τ
= − `

τ
+R+

κ

2τ3/2
, |∇`|2 = −R+

`

τ
− κ

τ3/2
, ∇` ≤ −R+

n

2τ
− κ

2τ3/2
,

where κ =
∫ τ

0
g3/2H(X)ds and H(X) is the Hamilton trace Harnack. If we have

a κ-solution, and Rm ≥ 0, then H(X) ≥ −R/τ and then

κ ≥ −
∫ τ

0

R
√
−sds ≥ −L = −2

√
τ`.

then R+ |∇`|2 ≤ 3`/τ .
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To get control, we fix τ . Then we have `(qτ , τ) ≤ n
2 and integrate out to a

neighborhood of qτ using |∇`|2 ≤ 3`/τ . This gives uniform control on R from
R ≤ 3`/τ . Now using ∂R

∂τ ≤ 0 for ancient solutions (coming from Harnack), we
get uniform control over R in a spacetime neighborhood. Now we have

∂`

∂τ
+

1

2
|∇`|2 =

1

2
R− `

2τ

which is an ODE in `, with uniform control on R. Then we have uniform control
of ∇` on a spacetime neighborhood. Now apply Hamilton’s compactness and
Arzela–Ascoli. (Bounded away injective radii follows from κ-noncollapsing.)

So we have our basic objects. We can get ˜̀ as a Lipschitz limit. If we
take linear combinations of the equations we have, we get elliptic and parabolic
inequalities

2∇`− |∇`|2 ≤ −R+
n− `
τ

,
∂`

∂τ
−∆`+ |∇`|2 ≥ R− n

2τ
.

Rearranging them gives

(4∆−R)e−`/2 ≥ `− n
2

e−`/2,
( ∂
∂τ
−∆ +R

)
((4πτ)−n/2e−`) ≤ 0.

Then give a weak form, we can extend in to ˜̀.
Now where does the soliton equation come from? We compute

` 1
λ g(λt)

(q, τ) = `g(t)(q, λτ), V 1
λ g(λt)

(τ) = Vg(t)(λτ).

So we have, by monotonicity, Vg(t)(λτ) → V0 as λ → ∞. Then V 1
λ g(λt)

(B) −
V 1
λ g(λt)

(A)→ 0 as λ→∞, for any fixed A,B.
But the left hand side is

LHS =

∫ B

A

d

dτ
V (τ)dτ =

∫ B

A

∫
M

( ∂
∂τ
−∆ +R

)( e−`(−,τ)

(4πτ)n/2

)
dµgτ dτ.

(We inserted the Laplacian term because that’s fine by Stokes.) We know that
the integrand is nonpositive, and have weak convergence to 0. Therefore

( ∂
∂τ
−∆∞ +R∞

)( e−
˜̀

(4πτ)n/2

)
= 0.

Then we have equality in the equations, so 2∇` − |∇`|2 + R − n−`
τ = 0. This

shows that ` is smooth.
Now it follows that

−2τ
∣∣∣Ric + Hess `− g

2τ

∣∣∣2 e−`

(4πτ)n/2
= 0.

So this is a gradient-shrinking soliton.
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Proposition 18.2. If a κ-solution is nonflat, then so is the gradient-shrinking
solution.

Proof. If the soliton is flat, then Hess ˜̀ = g
2τ and ∆˜̀ = n

2τ . Then |∇˜̀|2 = ˜̀/τ

and |∇
√

4π ˜̀| = 1. So
√

4τ ˜̀ is a smooth distance function and (M∞, g∞) is
just Euclidean space. Then limτ→0 Vg(t)(τ) = 1.

But we also have limτ→∞ Vg(t)(τ) = 1. So monotonicity of V implies that
we have equality. Then (M, gt) is a gradient-shrinking soliton, and (M, gt) is its
“asymptotic” gradient shrinking soliton.

Theorem 18.3 (universal κ). In dimension 3, there exists a κ0 > 0 such that
any non-flat 3-dimensional κ-solution is either κ0-noncollapsed or isometric to
S3/Γ with the round metric.

Note that S3/Γ is only κ-noncollapsed on small scales.

Proof. Because it is nonflat, its asymptotic gradient-shrinking soliton is either
S3/Γ or S2 × R/Γ. Now if it is S3/Γ then g(−λk) is arbitrarily round for
sufficiently large λk. By Bonnet–Myers, this is compact. Also, by the Hamilton–
Iveys estimate, the metric only becomes rounder and so g(−λk+ t) is arbitrarily
round for t > 0. Then g(t) is round for all t. (Here, “roundness” can be taken
to mean |Ric◦|2/R2.)

If the gradient-shrinking soliton is (S2 × R)/Γ, then it is κ0-noncollapsed
on some scale ϕ. Here, we have that 1

λk
g(λkt) → (S2 × R)/Γ and g(λkt) is

κ0-noncollapsed on scale λkϕ.

Theorem 18.4. The only 2-dimensional κ-solutions are S2 or RP 2 with the
round metric.

Proof. The proof is the same. The hard thing is the almost round S2 only get
rounder under the Ricci flow.
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Recall that a κ-solution is an ancient complete Ricci flow, with boundedRm ≥ 0,
that is κ-noncollapsed at every scale. Last time we say that

1. If (M, gt) is a κ-solution for all λ > 0, then there exists a gλ ∈ M such
that there is subsequential C∞loc convergence

(M, 1
λg(λt), gλ)→ (M∞, g∞(t), p∞).

The limit is going to be a gradient shrinking soliton.

2. If (M, g) is non-flat, then a gradient shrinking soliton is non-flat.

3. The only 2-dimensional κ-solutions are round S2 or RP 2.

4. There exists a κ0 > 0 such that any 3-dimensional κ-solution is either
constant 0 curvature or constant positive curvature or κ0-solution.

19.1 Volume controls curvature

Theorem 19.1. A κ-solution is either flat or

lim
r→∞

volg(t)(B
g(t)
p (r))

rn
= 0

for all p, t. In 2 and 3 dimensions, we have

lim
q→∞

R(q)d(p, q)2 =∞

for all t.

Let’s see the consequences of this.

Theorem 19.2. Consider (M, gt) a Ricci flow on t ∈ [0, T r2]. If we have

Rm ≥ −r2 on B
g(t)
r (p) and volg(t)B

g(t)
r (p) ≥ wrn for all t, then

|Rm| ≤ C(w)

r2
+
B(w)

t

on B
g(t)
r/4 (p), for all t.

Lemma 19.3. Let (M, g) be a complete non-compact manifold with unbounded
|Rm|. Then there exist pj ∈ M such that |Rm(pj)| ≥ j and |Rm| ≤ 4|Rm(pj)|
on B

j/
√
|Rm(pj)|

(pj).

Proof. For fixed j, we inductively construct yk so that |Rm(y0)| ≥ j. If yk are
not already good, then we choose yk+1 such that

|Rm(yk+1)| > 4|Rm(yk)|, d(yk, yk+1) <
j√

|Rm(yk)|
.

Then Rm(yk) grows exponentially, but d(yk, yk+1) decreases exponentially. So
yk stays in a finite region.
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Now there is a Ricci flow version.

Lemma 19.4. For all B > 4 and C > 1000, there exists an A < min(A/4, B/1000)
(with A → ∞ as B,C → ∞) such that for any p ∈ M and (M, gt) a complete
Ricci flow on t ∈ [0, T ), if (q, s) is such that

|Rmg(s)(ε)| > C +
B

s
, dg(s)(p, q) <

1

4
,

then there exists (q′, s′) such that dg(s′)(p, q
′) < 1

3 and |Rmg(s′)(ε′)| > C + B
s′

and |Rm| ≤ 4|Rmg(s′)(ε′)| on

B
g(t)

1
10

√
A
Q (p)

for t ∈
(
s′ − A

Q
, s′
]

The proof is the same except for that the distance changes.For a minimizing
geodesic γ : [0, 1]→ (M, gk) from p to q, we can compare

d

dt
dt(p, q) = −

∫ L

0

Ric(γ̇, γ̇)ds

against the second variation formula. If Ric ≤ κgt on B
g(t)
r (p) ∪ Bg(t)r (q) then

we have
d

dt
dt(p, q) ≥ −

2(n− 1)

r
− 4

3
κr.

Proof of Theorem 19.2. If this estimate is false, there exists a sequence of con-
tradicting points. Then the point-picking lemma improve sthe contradicting se-
quences to some local control of curvature. Rescale the Ricci flow by |Rm(xk, tk)|
along (xk, tk). Then local control becomes uniform control of curvature. Volume
control gives uniform control of the injectivity radius as well. By Hamilton’s
compactness theorem, there exists a smooth limit of rescalings, and it is nonflat
since |R̃m(x∞, t∞)| = 1. The limit has AV R ≥ w and this contradicts the
previous theorem.

There is an improvement.

Theorem 19.5. The conditions are equal to those Theorem 19.2 except for
that we only assume the volume bound at the finial time. Then there exists a
τ0 = τ0(w) such that

|Rm| ≤ C(w)

r2
+

B(w)

t− (T − τ0)r2

on B
g(t)
r/4 (p) and t ≥ (T − τ0)r2

Proof. Use the distance distortion to propagate the volume estimate backwards
.
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Theorem 19.6. There exists a positive increasing function w : [0,∞)→ [0,∞)
such that for all 3-dimensional κ-solution, for all t,

Rg(t)(p) ≤ Rg(t)(q)w(Rg(t)(q)dg(t)(p, q)2)

for all p, q.

This is a universal uniform curvature estimate.

Proof. Fix t = 0 and y ∈ M . By the ASCR = ∞ in 2, 3-dimensions, there
exists a z ∈ M such that R(zd(y, z)2 ≥ 1. Choose z closest to y satisfying this
condition, so that R(z)d(y, z)2 = 1 and Rad = d(y, z). Then for x ∈ B, we have
R(x)d(x, y)2 ≤ 1 and so

R(x) ≤ 4

Rad2

for all x ∈ B. Hamilton Harnack extends this estimate to ≤ R at every prior
time. Because of κ0-noncollapsing, we have

volB8Rad(z) ≥ volB ≥ κ0

(Rad
4

)3

=
κ0

215
(8Rad)3.

Then the previous theorem implies that |Rm| ≤ c(κ0)R(z) on B8Rad(z).
Now this extends back in time on B by Hamilton–Harnack. Applying the

local Shi estimates, we get ∂R
∂t (z) ≤ c(κ0)R(z)2. Then R(z) is controlled by its

value in prior time. If we use Hamilton’s Li–Yau estimate, the value at prior
time is controlled by R(y). So

|Rm| ≤ (const(κ0))ÃR(y).

Then noncollapsing gives volBr0(y) ≥ κ0y
3
0 for some r0(κ0) and so volBR0(y) ≥

κ0( r0R0
)3R3

0 for R0 ≥ r0. Then apply the previous theorem.

Theorem 19.7. If (Mk, g
t
k) are 3-dimensional nonflat κ-solutions, and there

exist pk ∈ Mk such that Rg
0
k(pk) = 1, then it subsequentailly C∞loc converges to

a κ-solution.

Proof. We only need to check that the limiting solution has bounded curva-
ture. Suppose not, that g∞(0) has unbounded curvature. Apply point-picking
in the Riemannian setting. Local control around points extends backwards by
Hamilton–Harnack, and rescaling around points, and appeal to Hamilton com-
pactness. Then we get a smooth limit.

Arrange the points so that d(p, pk+1)� d(p, pk). Also, assume that

(γ̇k(p), γ̇k+1(p)) <
1

k

where γk is a minimizing geodesic from p to pk. Now the claims is that γk
converge to a geodesic line in (N, gN (0)). (Toponogov’s theorem) The splitting
theorem implies that (N, g0) splits as a metric product, and then (N, gt) is either
S2 × R or RP 2 × R by the classification of 2-dimensional κ-solutions.
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20.1 ε-neck

Definition 20.1. Let (Mn, g) be complete. We say that a N ⊆M is an ε-neck

of radius r if (N, r−2g) is ε-close to C
1/ε
loc to Sn−1 × (− 1

ε ,
1
ε ).

Proposition 20.2. There exists ε0 = ε0(n) such that if (M, g) has sec ≥ 0 then
there does not exist a sequence of ε-necks with ε < ε0(n) and radius going to 0.

This finishes the proof compactness for κ-solutions, because

1. if the limit as sup|Rm| = ∞ then we can rescale the offending slice by
blowup sequence for curvature,

2. we get a limit, and splits off a line, and the limit is metrically (S2×R)/Γ
by the 2-dimensional κ-solution classification,

3. the limit from (1) has arbitrarily small necks with arbitrarily small radius.

In the second point, basic Toponogov’s theorem gives this spitting. For a
geodesic triangle in (M, g) with sec ≥ 0, if we take a triangle in Rn, the angle
is greater than what we would have for Rn. So as the angle pnppn+1 becomes
small and d(p, pn+1)� d(p, pn), we will get that the angle ppnpn+1 goes to π.

Definition 20.3. Let (M, gt) be a Ricci flow. We say that (p, t0) is a center

of a ε-neck for Q = Rg(t0)(p), the subset B
g(t0)
1
εQ
−1/2(p) × (t0 − 1

ε2Q , t0) rescaled

by Q is ε-close in C
1/ε
loc to S2× (− 1

ε ,
1
ε ) evolving by the Ricci flow on t ∈ (−1, 0)

with R = 1 at t = 0.

Definition 20.4. We say that B ⊆M × {b} is a final slice of a strong ε-neck
if there exists a such that B × [a, b] can be rescaled to be ε-close in C1/ε to
S2 × (− 1

ε ,
1
ε ) and the Ricci flow on t ∈ [−1, 0] is with R = 1 at t = 0.

Definition 20.5. We say that B ⊆ (M, g) is an ε-neck if it can be rescaled to
be ε-close in C1/ε to S2 × (− 1

ε ,
1
ε ).

Definition 20.6. A metric on S3 \B3
and RP 3 \B3

is a ε-cap if there exists
a compact subset such that every point of the complement is contained in an
ε-neck.

Theorem 20.7. Let (M, gt) be a noncompact 3-dimensional κ-solution. For
arbitrary ε > 0, consider Mε the points at t = 0 which are not centers of ε-
necks.

1. Then Mε is compact with boundary.

2. diamMε ≤ CεQ−1/2.

3. C−1
ε Q ≤ R ≤ CεQ on Mε for Q = Rg(0)(x) for some x ∈ ∂Mε.
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Proof. If there exists xk ∈Mε diverging to∞, then we had a universal estimate

R(x0) ≤ R(xk)ω(R(xk)d(x0, xk)2).

Then because d(x0, xk) → ∞, we have R(xk)d(x0, xk)2 → ∞. Now rescale to
normalize R(xk) = 1. Then by the κ-compactness theorem, we get a smooth
limit. This limit splits off a line by the same Toponogov argument. Now we
know all the 2-dimensional κ-solutions, so the limit is S2 ×R. This means that
for k � 1 the point xk is a center of a ε-neck. This contradicts xk ∈ Mε, and
so Mε should be compact.

For (2) and (3), suppose that there exists a sequence of κ-solutions M i with
xi imM i

ε such that we have any one of

dg(0)(xi, yi)
2Rg(0)(yi) ≥ i, Rg(0)(yi) ≥ iRg(0)(xi), Rg(0)(xi) ≥ iRg(0)(yi)

for all yi ∈ ∂M i
ε . Again, we rescale to normalize Rg(0)(xi) and κ-compactness

gives a smooth limit. For y∞ ∈ ∂(M∞ε ) consider yi → y∞ with yi ∈ ∂M i
ε . Then

at the limit, we have either

dg(0)(x∞, y∞)Rg(0)(y∞) =∞, Rg(0)(y∞) =∞, Rg(0)(y∞) = 0.

The third one is a contradiction by Hamilton’s Harnack inequality.

Theorem 20.8. For ε � 1, if (M, gt) is a 3-dimensional κ-solution, then for
every (p, t) there exists a

r ∈ ε[Rg(t)(p)−1/2, CεR
g(t)(p)−1/2]

and a neighborhood B
g(t)
r such that one of following holds:

1. B ⊆M × {t} is a final slices of a strong ε-neck.

2. B is an ε-cap with one complement.

3. B is closed without boundary, and has positive sectional curvature.

20.2 Canonical neighborhoods theorem

Definition 20.9. Let φ ∈ C∞(R) be positive increasing such that φ(s)/s is de-
creasing with limit 0. We say that a Ricci flow (M, gt) has φ-almost nonnegative
curvature if Rm ≥ −φ(R) everywhere.

We are trying to do something like Hamilton–Iveys estimate.

Theorem 20.10 (canonical neighborhood theorem). For all ε, k, ρ, φ, there
exists a r0 > 0 such that the following holds. Suppose (M, gt) (for T ≥ 1)
is a compact 3-dimensional Ricci flow with φ-almost nonnegative curvature,
κ-noncollapsed on scales ≤ σ. Then at every point (p, t0) with t0 ≥ 1 and

Rg(t0)(p) ≥ r−2
0 , for Q = Rg(t0)(p) the region R

g(t)

1/
√
εQ

(p)× [t0− 1
εQ , t0] is ε-close

to a subset of a κ-solution after rescaling by Q.
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Corollary 20.11. Let (M3, gt) be a compact Ricci flow. For all xi ∈ M with
ti → T <∞ and such that Qi = Rg(ti)(xi)→∞,

g̃i(t) = Qig(ti + t
Q )

converges subsequentially in C∞loc to a κ-solution.

Proof. This is an immediate corollary of the canonical neighborhood theorem
and the compactness for κ-solutions.

We want to do surgery and glue in the “standard solutions”. Let (R3, g)
have R ≥ 1, rotationally symmetric, and R3 \ B1(0) is isometric to the round
cylinder S2 × [1,∞) with R = 1.

Definition 20.12. We call (M, gt) a standard solution if g0 as above, with
uniformly bounded |Rm| on every compact time interval.

Note that given any compact time interval, there is a short-time exists by
Shi, and also uniqueness by Chen–Zhu 2006. This is not immediate because M
is not compact. Then automatically

1. gt has nonnegative curvature, after applying the maximal principle in some
way,

2. lim supt→T supR3 |Rm| =∞,

3. (R3, gt)t≤2 is κ-noncollapsed on scales ≤ 1,

4. (R3, gt) satisfies the canonical neighborhood theorem.

The harder claim is that maximal time existence is T = 1. Also, (R3, gt) is still
rotationally symmetric.

We now need to choose g0. On the complement of the ball, take cooreinates
(−B,∞)× S2 and g0 = e2F (z)(dz2 + gS2) so that

1. F = 0 on [0,∞),

2. F vanishes to infinite order at 0,

3. f < 0 and f ′ > 0 and f ′′ < 0 on (−A, 0),

4. max(|f |, |f ′|) ≤ εf ′′ on (−A, 0).

We can choose moreover so that g0 has sec ≥ 0, and we can smoothly glue in a
ball of constant positive curvature.
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21 April 17, 2018

Here are the informal statements for surgery.

21.1 Analysis of blowup regions

Theorem 21.1. For all ε � 1 and a 3-dimensional κ-solution, every (p, t) ∈
M×(−∞, 0) has a spatial neighborhood B, one of the following of which is true:

1. is a final slice of a parabolic ε-neck,

2. is a ε-cap, with one corresponding ε-neck,

3. B is a closed manifold with sec > 0.

The size of B is going to be comparable to Rg(t)(p)−1/2. Also Rg(t)(p)

controls R on B ×{t} and Rg(t)(p) controls volg(t)(B) from below. In the third
case, the sectional curvature is controlled from below by the scalar curvature.

Theorem 21.2. If (M3, gt) is a compact Ricci flow, for every ε > 0 there exists
a r0 > 0 such that if Q = Rg(t)(p) ≥ r−2

0 then the 1√
εQ

-parabolic neighborhood

of (p, t) is rescaled by Q to be ε-close to some region of a κ-solution.

Let (M3, gt) be a compact Ricci flow with finite maximal interval of exis-
tence, [0, T ) where T <∞. By the Shi estimates, we have

lim
t→T

supM |Rm| =∞.

Define
Ω = {p ∈M : supt<T |Rmg(t)(p)|g(t) <∞}.

We know that there exists point q ∈M \ Ω.
In the case of κ-solutions, we have the universal curvature bounds. This and

the local Shi estimates show that there exists a universal η such that

|∇R| ≤ ηR3/2,
∣∣∣∂R
∂t

∣∣∣ ≤ ηR2

everywhere on the κ-solution.

Lemma 21.3. p /∈ Ω if and only if limt→T R
g(t)(p) =∞.

Proof. The backwards direction is obvious. For the forward direction, we have
|Rmg(ti)(p)| → ∞. Then by Hamilton–Ivey, we have Rg(ti)(p) → ∞. Then by
the gradient estimates, we have Rg(t)(p)→∞.

Lemma 21.4. Ω ⊆M is open.

Corollary 21.5. Every connected component of Ω is noncompact, because q ∈
M \ Ω.

Lemma 21.6. Ω 6= ∅ implies that M is diffeomorphic to either S3/Γ or S2 ×
S1/Γ.
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Proof. M is covered by ε-necks or ε-caps.

Assume that ∅ ( Ω (M . From the Shi estimates and uniform local control
of |Rm| on Ω, we get uniform local control of |∇pRm|. Then there exists a
smooth limit ḡ = limt→T g on Ω.

Lemma 21.7. (Ω, ḡ) has finite volume.

Proof. We have
d

dt
vol(M, gt) = −

∫
M

Rg(t)dµg(t).

Because ∂R
∂t = ∆R + 2|Ric|2 ≥ ∆R + 2

3R
2, the maximal principle shows that

vol(M, gt) can grow at at most polynomial order.

Define
Ωρ = {x ∈ Ω : R̄(x) ≤ ρ−2}.

Then x /∈ Ωρ for ρ < r0/2, and so satisfies the canonical neighborhood theorem
conclusion.

Lemma 21.8. Ωρ ⊆M is compact.

Suppose C is a connected component of Ω, which does not intersect Ωρ.
Then R̄ > ρ−2 on C. Now the canonical neighborhood theorem applies to any
point of C and so every point of C has a neighborhood Bx, which is either an
ε-neck or an ε-cap.

Lemma 21.9. If Bx is a ε-neck for all x ∈ C then C is a double ε-horn. If Bx
is a ε-cap for some x ∈ C then C is a capped ε-horn.

Definition 21.10. A double ε-horn is a metric on S2 × I such that every
point has a ε-neck neighborhood and scalar curvature goes to ∞ as the interval

coordinate z → 0, 1. A capped ε-horn is a ε-cap on S3 \B3
or RP 3 \B3

such
that scalar curvature goes to ∞ on the end.

Proof. You just glue the local pictures together.

If C is a connected component of Ω which does intersect Ωρ, then C is open
and Ωρ compact. So there exists a x ∈ C \ Ωρ.

Lemma 21.11. Every connected component of C \ (C ∩ Ωρ) is either

1. an ε-tube with boundary components in Ωρ,

2. an ε-cap with boundary in Ωρ,

3. an ε-horn with boundary in Ωρ.
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21.2 Surgery on the limiting metric

The idea of surgery is to throw out the connected components of Ω which do
not intersect Ωρ, because we know exactly what double ε-horns look like. In
the remaining horns, we cut out the tip and gluing in the “standard solution”.
Then we restart the Ricci flow on the manifold.

But in context, we need to locate exactly how much we cut and where we
glue in. So we need to think quantitatively how we are going to do this. Say
the Ricci flow with surgery satisfies the ε-a priori assumptions if there exists
a nonincreasing r : [0,∞)→ (0,∞) such that

1. R ≥ (−ν)(− log(−ν) + log(1 + t) − 3) anywhere ν < 0 (where ν ≤ µ ≤ λ
are the eigenvalues of Rm :

∧
2 →

∧
2)

2. If Rg(t)(p) ≥ r(t)−2 then there exists a neighborhood B 3 p such that it

is one of ε-neck, ε-cap, closed with sec < 0, and B
g(t)
σ (p) ⊆ B ⊆ B

g(t)
2σ (p)

for some σ < C1(ε)Rg(t)(p)−1/2.

So the question is whether we can choose r(t) such that the Ricci flow with
surgery satisfies the a priori assumptions. The answer is yes, but this is really
subtle.

Theorem 21.12. If (M3, g) is with R ≥ 0, then either M is flat or diffeomor-
phic to the connected sum of S3/Γ and S2 × S1.

Proof. If R > 0 then the maximal principle to

∂R

∂t
= ∆R+ 2|Ric|2 ≥ ∆R+

2

3
R2.

Then R blows up in finite time. Here, doing surgery only changes the manifold
in large R regions. So the estimate survives surgery. This means that the Ricci
flow with surgery becomes extinct in finite time.

Theorem 21.13 (Poincaré conjecture). If (M3, g) is compact with π1(M) = 0,
then it is diffeomorphic to S3.

This is hard, but if π1(M) = 0 then the Ricci flow with surgery is extinct
in finite time. Perelman’s argument is not totally trustworthy, but there is a
replacement argument by Colding–Minicozi 2006.
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We have two goals: the canonical neighborhoods theorem, and a priori assump-
tions for the Ricci flow surgeries. Roughly, the canonical neighborhoods theorem
is

Theorem 22.1 (Hamiton–Iveys pinching). Given a 3-manifold and a Ricci
flow, for all ε > 0 there exists an r0 > 0 such that if t ≥ 1 and Rg(t)(p) ≥ r−2

0

then a (εRg(t)(p))−1-parabolic neighborhood round (p, t) is ε-close to a region of
a κ-solution after parabolic rescaling by Rg(t)(p).

22.1 Proof of the canonical neighborhoods theorem

Assume that the claim does not hold. Then there exist Ricci flows (Mk, gk(t))
all on t ∈ [0,≥ 1), all κ-noncollapsed on scales ≤ σ, but there exist rk → 0 and
xk ∈ Mk and tk ≥ 1 such that Rg(tk)(xk) ≥ r−2

k but the εRk-neighborhood of
(xk, tk) is not scaled by Rk to be ε-close to a κ-solution.

Now the claim is that we can suppose that the theorem holds for all

(x, t) ∈Mk ×
[
tk −

r−2
k

4Rg(tk)(xk)
, tk

]
such that Rg(t)(x) ≥ 2Rg(tk)(xk). This is because if this doesn’t hold, we can
inductively replace (xk, tk) by (xlk, t

l
k) and have R(xlk, t

l
k) exponentially growing

on a compact regions of spacetime. If Rg(tk)(xk) locally controls curvature, then
we can apply Hamilton compactness and get a κ-solution in the limit.

For any (x̄, t̄) with

t̄ ∈
[
tk −

1

8

r−2
k

8Rg(tk)(xk)
, tk

]
,

we claim that we haveR ≤ 4(Rg(tk)(xk)+|Rg(t̄)(x̄)|) on a
√
C(k)/

√
Rg(tk)(xk) + |Rg(t̄)(x̄)|-

parabolic neighborhood around (x̄, t̄). If Rg(t)(x) ≤ 2Rg(tk)(xk) then this is
obvious. If Rg(t)(x) > 2Rg(tk)(xk) then take a piecewise smooth curve γ that
connects (x, t) and (x̄, t̄) though (x, t̄) which is a constant point path on one
side and a geodesic on the other side. Then for some subinterval of γ, we have
R ≥ 2Rg(tk)(xk). On this subinterval, the picture is close to a κ-solution so
we inherit gradient estimates |∇R| ≤ ηR3/2 and |∂tR| ≤ ηR2. Integrate along
subintervals, and we can control either Rg(t)(x) by Rg(t̄)(x̄) (if the subinterval
is the entire γ) or by 2Rg(tk)(xk) if it is a strictly subinterval.

Now we rescale (Mk, gkt ) by R(xk, tk). The claim is that for all ρ > 0, the

rescale R is unirforly bounded on R
g(tk)
ρ (xk). The previous estimates show that

we can extend backwards in time a little bit, and Hamilton–Ivey gives the Shi
estimates and so the bounds on |∇pRm|. The amount of backwards extension
only depends on the tk distance, so any derivative ∇pRm is uniformly bounded
on compact sets. Hamilton compactness implies the existence of a limiting
metric (M∞, g∞, x∞) as a limit of (Mk, g̃(tk), xk).
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Hamilton–Iveys shows that Rm∞ ≥ 0. This Rm∞ is also bounded. This
bound is independent of the distance, so the extension back in time is uniform
in the distance. This implies convergence on nontrivial time intervals.

Let t′ be the minimal by which we can extend backwards (t′, t0] on which
there are uniform bounds on curvature. The claim is that t′ = −∞. If not
supM R should blow up as t ↘ t′. Hamilton arnack shows that ∂R

∂t + R
t−t′ ≥ 0

on M∞, and so

R(−, t) ≤ Qt0 − t
′

t− t′

for Q = supM R(−, t0). The distance distorsion can be estimated as

|dg(t)(x, y)− dg(t0)(x, y)| ≤ C

for all t ∈ (t′, t0].
Because minM R is nondecreasing, there exists a y∞ such thatRg(t

′+ c
10 )(y∞) <

3
2 . Then there exists a sequence yk → y∞ and this implies Rg(t)(yk) ≤ 10 for
t ∈ [t′− c

10 , t
′+ c

10 ]. The distance distortion estimate shows that the same holds
for balls centered at xk. Then we can use Hamilton compactness to extend the
limit back to t′− c

10 . This shows that the solution can be extended to an ancient
solution.

This is arguably the most important qualitative result of Perelman.

Lemma 22.2. For all ε < 1
100 , δ < ε, and T > 0, there exists a h < δ2r(T ) such

that if (M3, gt) is a Ricci flow with surgery on [0, T ) where T is the singular
time with ε-a priori assumptions with r(t), then at T , for x in an ε-horn with

boundary in Ωδr(t) such that R̄(x) ≥ h−2 then the set B
g(T )

δ−1R̄(x)−1/2(x) is the

final slice of a parabolic δ-neck.
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Brendle 2018 does Ricci flow with surgery on compact manifolds with positive
isotropic curvature and n ≥ 12.

Corollary 23.1. Mn≥12 compact has metric with positive isotropic curvature,
and contains no nontrivial incompressible space forms, then M is diffeomorphic
to a connect sum of Sn/Γ and (Sn−1 × R)/Γ.

23.1 Brendle’s Ricci flow with surgery in high dimensions

If Rm has positive isotropic curvature, then R > 0 and then there is finite time
blowup of Ricci flow because

∂R

∂t
= ∆R+ 2|Ric|2 ≥ ∆R+

2

r
R2.

The main contribution is applying Hamilton–Iveys to this context.

Theorem 23.2. Let n ≥ 12 and K ⊆ CB(Rn) be compact with K ⊇ PIC.
For all T > 0, there exist θ,N > 0 and f(x)/x → 0 as x → ∞ and a closed
O(n)-invariant {Ft}0≤t≤T continuous in t set with K ⊆ F0 and Ft invariant
under the Q-ODE, such that

Ft ⊆
{
Rm :

Rm− θRg(∧)g ∈ PIC, R11 +R22 − θR+N ≥ 0,
Rm = f(R)g(∧)g ∈ 2PIC

}
for all orthonormal e1, e2. Here, we say that Rm ∈ 2PIC if Rm× R2 ∈ PIC.

The moral is that the blowup limit is 2NIC and uniformly PIC. (Uniformly
means that Rm− θg(∧)g ∈ NIC for some θ > 0.)

Proof. The proof is 35 pages. It uses the Böhm–Walking construction.

This motivates the following definition.

Definition 23.3. A κ-solution is an ancient complete Ricci flow, bounded
curvature with 2NIC and κ-noncollapsed on all scales.

Theorem 23.4 (Brendle 2012). Hamilton’s Li–Yau inequality holds on complete
bounded Ricci flows with 2NIC.

Recall that 2NIC is contained in sec ≥ 0, so Toponogov’s theorem holds
and we have splitting theorems. But the difference between this and the 3-
dimensional case is that we don’t have classification of gradient-shrinking soli-
tons.

Theorem 23.5 (Brendle–Huisken–Sinesterai). If a complete ancient Ricci flow
with bounded Ricci curvature is uniformly 1PIC, then it has constant curvature.
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This mimics S3, S2 × R,R3 with the splitting theorem. The proof of the
universal curvature bound goes as in 3-dimension, and universality depends
only on κ. So we have compactness theorem for the space of κ-solutions.

Let us first show that the limit has bounded cuvature. Recall that Perelman
did this by contradiction. If you have a blowup, then there is a splitting of limit,
and classification of 2-dimensional solitons gives a limit of S2 × R. Then the
limit has ε-necks that are arbitrarily small, and this contradicts sec ≥ 0.

Proof. The Harnack inequality

∂R

∂z
+ 2∇vR+ 2 Ric(v, v) ≥ 0

for all v carries over to the limit.
Now if the curvature is unbounded, pick points that are blowup sequences,

so that Rm → ∞. Then Harnack gives local control of curvature extending
back in time. The Shi estimates give local control of ∇pRm, and Hamilton
compactness implies that there is a C∞loc limit that splits a line. Because the
limit is uniformly PIC, the (n− 1)-dimensional factor is uniformly 1PIC. If we
use Brendle–Huisken–Sinestrai on this factor, the original unbounded slices has
arbitrarily small ε-necks, and this is impossible when sec ≥ 0.

The canonical neighborhoods theorem can be essentially proven as in the
3-dimensional case. We need nonexistence of nontrivial incompressible space
forms to rule out necks (Sn−1 × R)/Γ for nontrivial Γ. Surgery also works the
same. We can directly check this with the choice of a cap. Brendle’s Hamiton–
Iveys estimates is preserved by surgery. We call Ricci flow with surgery
with parameters ε, r, δ, h if

1. the canonical neighborhoods theorem is satisfied where R ≥ r−2 and ac-
curacy 4ε, and

2. surgery on δ-necks, around points with R ≥ h−2 can be done.

Proposition 23.6. For all ε > 0 there exist κ, δ̃(−) such that any Ricci flow
with parameters ε, r, δ < δ̃(r), h is κ-noncollapsed on scales ≤ ε.

Proof. This is a careful case-by-case analysis depending upon R at the center
point.

Proposition 23.7. For all ε > 0, there exist r̂, δ̂ > 0 such that if there is a
Ricci flow with parameters ε, r̂, δ̂, h on [0, T ), then the canonical neighborhoods
theorem is satisfied where R ≥ (2r̂)−2 with accuracy 2ε.

Proof. Replay the proof of the canonical neighborhoods theorem. The limiting
κ-solution is covered by 2ε-necks and 2ε-caps.

Choose any ε > 0 and take δ̂, r̂ as the proposition.
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Proposition 23.8. There exist h < δ̂r̂ such that for every Ricci flow with
surgery with parameters ε, r̂, δ̂, h, singular at T <∞, if x is in a 4ε-horn at gT
with Rg(T )(x) = h−2 then the parabolic neighborhood of size h/δ̂ around (sx, T )
is surgery-free.

Proof. We do proof by contradiction. We show that there is a uniform curvature
estimates. We look at a blowup and apply Brendle–Huisken–Sinestrai.

Theorem 23.9. For all ε > 0, one can choose δ̂, r̂, h as in the above proposition
such that for all g0 ∈ PIC there exists a Ricci flow with surgery with parameter
ε, δ̂, r̂, h.

Proof. We induct on the surgery time. Volume drops by hn at each surgery,
and so the surgery times cannot accumulate.

23.2 Further topics

For arbitrary (M3, g) such that Ricci flow with surgery exists for all time, we
need to study long-time behavior. This takes extra work.

Kleiner–Lott 2017 passes the surgery parameters to 0 so that we get a lim-
iting “Ricci flow with surgery”. Bamler–Kleiner has the application that for
every 3-dimensional space form,

Isom(M) ↪→ Diff(M)

is a homotopy equivalence. This is called Smale’s conjecture.
What does Ricci flow with surgery on 4-manifolds look like? Mean curvature

flow with surgery has been defined for 2-convex surfaces in Rn+1, by Huisken–
Sinestrai and Brendle–Huisken. Another question is whether this is possible for
general surfaces. It is not obvious, but any S4 homeomorphic to S4

std can be
smoothly embedded in R5. Then the hope is to do mean curvature flow with
surgery on this.

There are some other questions of whether there are modifications of Ricci
flow for manifolds of negative curvature. You might also want to define Ricci
flow with boundary. There are other newer flows people are looking into, e.g.,
Laplacian G2-flow or Donaldson’s Yang–Mills flow which contributed to the
Kobayashi–Hitchin correspondence. You can also try to look at deformations of
complex structures.

So these are the essential points in the theory:

1. Hamilton’s compactness theorem

2. Hamiton–Ivey estimates

3. Li–Yau inequalities (Hamilton’s version of Rm under the Ricci flow, and
Perelman’s ∂w

∂t + ∆w = 0 under the Ricci flow)

4. Geodesic geometry of Li–Yau length

5. Formal arguments
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